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Chapter 1: Introduction

Over the past decade, we have witnessed an unprecedented growth in deployment of wireless networks in the commercial, civil and military domains. Some examples include the increased adoption of personal mobile devices by the individual user, deployment of network capabilities in new infrastructure models such as smart grids, remote monitoring of forests for wildlife conservation, and on-demand infrastructure in disaster and war zones.

One particularly important aspect of this growth has been the increasing dependence, of even simple aspects of our daily lives, on these networks. We spend our day, carrying mini-networks on our body or interacting with large scale public networks. Consider a morning jogger, listening to the news broadcast to his mobile phone, over a Bluetooth headset, while monitoring his run with the Nike® shoe sensor connected wirelessly. At the same time, the pacemaker in his heart is sending important diagnostic statistics to his physician through his phone. He leaves for work, connecting his phone to the car via a wireless interface, planning his day on the car console. At the same time, his daughters on the back seat are browsing the internet via his phone hot-spot on their iPad® and laptop. On the highway, his car communicates with other vehicles and road sensors, and informs him to join
the fleet of cars in the left lane for a discounted trip over the bridge. The sensors on the bridge he drives over monitor its structural health, and the overhead EZ-Pass® charges him the discounted ‘fleet rate’ for using that bridge. He drops his children at the school gate and the class teacher receives the notification of their arrival. On his way back in the evening, while passing Home Depot, his porch lamp reminds him to pick up replacement bulbs. He promptly purchases the bulbs through express checkout, paying via his phone using ApplePay®. His home HVAC system that has been monitoring his trip has already begun cooling his room to the desired temperature prior to his arrival.

This is simply a snapshot of the connectivity demand an average individual may experience over the span of few hours. We demand connectivity everywhere, and not only should such ubiquitous networks be available, they should be secure. In fact, security and privacy concerns have been shown to be a bottleneck in adoption of these next generation technology systems. We claim that an important challenge for the success of these systems lies in utilizing efficient security and privacy methods to enable cooperation and communication between these diverse entities and enhance overall functionality of these systems. This broadly encapsulates the direction of work in this dissertation.

1.1 Adversarial Examples

The scope of adversarial intent in current systems cannot be undermined. Over the past few years, several critical security issues have emerged, both in commercial
and civil infrastructure domain. This trend can be attributed to several factors. Firstly, advances in device technology have enabled applications involving large-scale distributed systems connected over public communication medium (both wired and wireless). Security in these systems has been competing with performance, with the latter being the primary emphasis. Secondly, these systems have been applied to increasingly critical areas of human lives, such as public infrastructure, human health or communication systems, or wildlife monitoring. This has made the associated data and thus the reward highly lucrative for malicious use.

We present a few recent examples of adversarial behavior in current systems. These can be mapped to systems considered in this dissertation.

Medical implants

In a study in 2008, Halperin *et al* analyzed the security and privacy properties of an implantable cardiovascular defibrillator (ICD). To enable remote adjustments, the device can communicate wirelessly with a nearby external programmer in the 175 kHz frequency range. Using simple oscilloscope and software defined radios (SDR), they successfully reverse engineered the communication protocol. They proved that the ICD disclosed sensitive information in the clear (unencrypted). They also demonstrated a reprogramming attack that changes the operation of (and the information contained in) the ICD by an unauthenticated device and the ability to launch a denial of service (DoS) attack to influence availability.
Attack on TinyOS

TinyOS has become the platform for majority of the commercially deployed sensors. Stajano et al, in [2], explored vulnerabilities in commercial off the shelf systems (COTS) used monitoring the health of civil infrastructure, such as bridges and tunnels. They discovered several critical weaknesses. They successfully demonstrated the execution standard wireless attacks, jamming, replay and routing table manipulation. Another dangerous attack, unique to the TinyOS environment was using the unauthenticated over-the-air-programming (OTAP) interface. This mechanism was used to reprogram the entire network remotely by sending them code to execute.

In a similar study in [3], code injection attacks were found against Harvard architecture CPUs. Examples of Harvard-based architecture devices are the Mica family of wireless sensors. Since these motes have limited memory, they can process very small packets. Thus it was believed that code injection is not possible for such devices. The authors in [3] demonstrated remote code injection attacks, to permanently inject any piece of code in the program memory of Mica sensors.

Attack on cars

Another recent area of scrutiny for security is the that of automotive data. Recently, a of researchers in [4], demonstrated attacks on a modern vehicle. They demonstrated that remote exploitation is feasible via a broad range of attack vectors such as mechanics tools, CD players, Bluetooth and cellular radio. Further, they
showed that wireless communications channels may be used for unauthorized long
distance vehicle control, location tracking and theft.

These attacks denote a small subset of the recent threats on commercial sys-
tems. However, it provides sufficient intuition about the failure of traditional secu-
риту mechanisms. In the first scenario, security was traded off for longevity of the
device. The last scenario on the other hand does not account for unexpected inter-
action between otherwise secure components. With this as a reference, we discuss
some properties of current systems that need to be considered.

1.2 Current systems

Current system architectures have been revolutionized by significant advances
in VLSI technology. The decrease in feature size has enabled small low powered
devices. Several current technology applications utilize a framework consisting of
distributed networks of such devices. We enumerate a few key features and require-
ments of such systems.

- Systems consist of heterogeneous devices, varying in processing capabilities,
communication interface, range, and battery capacity. Protocols must be de-
signed to operate properly within the bounds of individual node capability.

- Systems are highly distributed in nature, connected over the wireless inter-
face, using a variety of protocols for communication. Devices and networks
are expected to have seamless connectivity, i.e. requiring high degree of inter-
operability.
• The networks lack centralized controllers and operate primarily in an ad-hoc fashion. Further, the individual nodes may be mobile, thus causing significant variations in topology and network dynamics.

• Systems typically consist of unattended devices. Thus individual nodes are susceptible to adversarial compromise either via physical capture, or remote software based compromise.

• The application of such systems is in critical areas of human safety. Failure of such systems can cause a significant disruption. Thus they are expected to operate in a robust manner and over long periods of time.

Unfortunately, the traditional notions of security do not effectively apply to the heterogeneous nature of these distributed systems. Further, rather than a design constraint, security has been deployed on a ‘need’ basis, primarily as software patches applied at higher layers of the component stack. This leads to significant overhead in terms of power and performance. Design of robust, and more importantly, low cost security measures requires addressing the problem across several layers, ranging from hardware, network and software. Thus in this dissertation, we attempt to address the goals of security by utilizing a cross-layer framework.

1.3 Overview of Dissertation

This problems addressed in this dissertation can be broadly divided into two parts; study of trust in ad-hoc networks, and utilization of structural privacy in networked systems.
1.3.1 Trust in Mobile Ad-hoc Network

Present day security for wireless systems is based primarily on cryptographic primitives, used at the network or application layer. Not only can these lead to a significant overhead in terms of power, there are attack vectors that cannot be mitigated by them. These methods fail to capture the behavioral aspects of system elements. Distributed systems, being dependent on cooperation between nodes, are highly susceptible to behavior based attacks. One such example is the presence of relay adversaries (wormhole attack) in ad-hoc networks, leading to the scenario where data can be retransmitted without violation of cryptographic assumptions. Even localized presence of such adversaries can have widespread influence in the network.

We explore the establishment of trust in the network. The notion of trust can complement and often reduce the requirements from other cryptography based security schemes. Trust can be viewed as an indicator of a node’s adherence to a given protocol. Thus, trust aptly captures behavioral aspects of system elements. In fact, it may be argued that the notion of trust is critical in distributed systems and a fundamental requirement for collaboration between nodes.

For robust design, we utilize the parameters available at different layers. We view the network communication protocol as a composition of different components, rather than a single system entity. One of the salient, yet critical, advantages of trust based approach is the ability to quantify the influence of adversarial behavior on individual components or layers of a system. This provides two significant advantages
over the classical view. Firstly, trust metrics developed for individual components may be utilized in multiple systems which share those components. Secondly, the component-based view also provides flexibility in mitigating adversarial behavior. It may be easier to repair or replace malicious components, rather than the entire system.

Figure 1.1: Basic component-based representation of a reactive routing protocol (AODV)

As an example, Figure 1.1 represents a coarse representation of the components in a typical reactive routing protocol (e.g. AODV). Trust based schemes would enable evaluation of compromise of individual components, e.g.: neighborhood discovery (ND). In this dissertation, we propose methods to evaluate the trustworthiness of ND. Since the ND component constitutes a part of several routing schemes in ad-hoc networks, our methods are applicable to all those protocols. Similarly, we developed mitigation strategies by manipulating the protocol timers (wait time, backoff time). These strategies are applicable to a range of routing protocols with
similar structure.

In this dissertation, we address three issues related to trust: methods to generate trust, methods to extend local trust into global values, and methods to utilize trust effectively.

**Trust generation**

We isolate the adversarial behavior, and correspondingly the trust into two components; link trust to denote the adversarial influence based on the location of the node and node trust to denote the state of the node. The significance of such partitioning becomes apparent when we consider evolution of the metrics over time. Typically, in a mobile scenario, the environment around the node is continuously varying, whereas its general state remains consistent. Thus it is critical to weigh the corresponding trust values appropriately over time.

We propose two techniques to establish link trust using the models of external relay adversaries. These techniques can be viewed as quantification of the trust in ND. In the first method, we utilize a physical layer watermarking scheme developed in [5] for authentication in point-to-point links. We demonstrate that the watermark cannot be relayed by adversaries without perceivable deterioration. A quantification of the deterioration serves as an effective trust indicator.

In the second method, we utilize the inherent symmetry of the communication channel in absence of an adversary. This idea has been exploited in literature for generation of pairwise keys. However, it is not very practical as it requires strict
symmetry and has a very low rate of key generation. For our purpose however, the
correlation between the forward and reverse channel is sufficiently separable for the
adversarial and non-adversarial case. We demonstrate that this provides a simple
method for generation of trust in the network.

Both of these schemes were demonstrated to perform well in a variety of MAT-
LAB simulation scenarios and in realistic implementations using USRP software
defined radios and IRIS motes. Further, we extend the notion of trust to a two
dimensional indicator, namely trust and confidence. Confidence quantifies the per-
formance of the trust generation mechanism and is critical in the combination of
schemes utilized during the mitigation phase.

Trust distribution

In ad-hoc networks, nodes have a localized view of the network trust. This may
be insufficient to establish end-to-end secure paths or address other network goals
such as state estimation or monitoring. Due to the lack of a centralized controller,
efficient algorithms are required to distribute and combine local trust, such that
each node has a global view (or uniform). Considerable research effort has been
devoted to such distribution techniques, e.g. [6,7].

The semi-ring based framework proposed in [6] provides a robust and efficient
mechanism to model trust propagation. We evaluate several realistic network and
mobility scenarios using this framework. We demonstrate via simulations that for
networks with large diameter, there is rapid degradation of trust along paths, thus
rendering the trust metric ineffective. We propose alternative methods, using localized adjustments based on size of the neighborhood, to mitigate the degradation effect. We demonstrate that such a scheme leads to a more uniform view of the network for all nodes.

Trust utilization

An advantage of the component based view is that in order to defend against adversarial behavior, trust metrics from one layer may be utilized to modify parameters at a different layer, based on the particular network configuration and application. We investigate the usage of trust to ensure that the routing paths are secure in both proactive and reactive routing scenarios. This is challenging as nodes need to ensure security of route establishment in a distributed manner.

Instead of the typical graph theoretic models used to model routing schemes, we consider the role of the MAC layer and congestion. We utilize these parameters to build a framework that provides an ordering of the paths based on the trust metric. We utilize the physical layer trust metrics that were proposed, to modify the parameters of the MAC layer to create ‘localized congestion’. The parameters of the framework can be tuned based on the particular application and tradeoff analysis for the network topology. We demonstrate that threshold based schemes, typically used in literature, can be considered as a special case of the proposed framework.
Remark - Point-to-point methods

We note that our trust framework deviates from the typical notion of end-to-end security. We consider the point-to-point link and define security metrics between individual nodes within communication range. This offers several advantages. Firstly, it enables us to narrow down and isolate adversarial behavior to individual nodes and links. Secondly, it applies well to heterogeneous scenarios, where some links are more constrained than others and require separate methods to secure them.

For example, consider sensors mounted on the patient’s body to relay some measurements to a doctor located remotely. For reliable authentication and reception of the data over the cellular infrastructure, the sensor would require cryptographic guarantees. Such a strategy can be prohibitive for sensor node in terms of power. By narrowing our view to a point-to-point wireless link, we can use wireless medium between the sensors and the cellular device to provide security guarantees to the sensors. We use the traditional cellular network security for the other link. Such a scenario can be seen in Figure 1.2(a), where the end-to-end authentication is broken into a two stage process of firstly authenticating the mobile device to the network, and then establishing a trust relation between the sensor and the mobile device.

Similarly, consider the scenario in Figure 1.2(b). By establishing trust on individual links between intermediate nodes, we can determine the authenticity of the overall path. Additionally, we can localize the adversary and determine a local
This is not the first attempt to view security for point-to-point links. Several works in literature have attempted to address the problem of physical layer security from both an practical view, [5, 8, 9], system view [10], and information theoretic view, [11]. However, our reasons for doing so, the methods we propose for establishing trust metrics, and utilization of the derived trust are novel.

1.3.2 Role of Privacy in CPS

Privacy of data is of paramount significance in current systems. However, traditional schemes to preserve privacy are typically applied in domain of data processing, to prevent an adversary from inferring any valuable information from the observed application data. However, we demonstrate that this notion can be used as an enabler of security, rather than simply protection of data.

Several non-cryptographic methods are used to ensure resilience in ad-hoc networks to malicious behavior. The trust based methods in initial parts of our dis-
sertation are an example of this. There exist several other mechanisms which utilize trust to increase robustness of algorithms against adversaries, e.g.: [12–14]. Though these ‘alternative’ methods may seem independent of cryptographic assumptions, most practical implementations of the former rely latter with relaxed settings to bootstrap the system.

The primary intent behind using the cryptographic primitives for such systems, is to decouple the identity of the actor from the actions (i.e. the node from its functionality). We map this goal to a privacy preserving problem. One view is to maintain the privacy of some fundamental system properties from the adversary. In scenarios where we consider the role of nodes as data to be protected, we may utilize privacy preserving techniques to achieve this. Thus, implementation of a strong privacy preserving architecture may enable us to reduce or remove the dependence on cryptographic primitives, thereby reducing the energy footprint of the overall security component.

We propose a privacy framework applicable to scenarios where the network can be partitioned into a hierarchical structure of critical and non-critical components. Such a structure can be found in many important systems such CPS systems that use distributed Kalman filtering for state estimation, wildlife monitoring systems or data aggregation systems. We define privacy based on indistinguishability of the choice of critical nodes by the adversary. We quantify the adversarial advantage as a result of loss of privacy and demonstrate that utilizing watermarking techniques to tag the communication waveform provides significant protection to critical components.

For networks that lack natural hierarchical structure, we consider the inverse
problem of effectively defining a new hierarchy in a privacy preserving manner. We utilize a physical layer watermarking scheme to achieve this and discuss its applications to fusion systems and LTE systems.

1.4 Organization of the Dissertation

The remainder of this dissertation is organized as follows. In Chapter 2, we consider the generation of trust. We propose methods to generate link trust and combine our metrics with prior methods in literature. In Chapter 3, we evaluate and propose methods to distribute local trust to obtain a global consensus. In Chapter 4, we propose a framework to utilize trust for to ensure security in the network. We demonstrate this using example of physical layer trust applied to secure routing. In Chapter 5, we propose a privacy framework to preserve hierarchy and demonstrate via several examples the reduction in security footprint. In Chapter 6, we consider the inverse problem and propose a privacy framework to define a hierarchy to achieve security in the network.
Chapter 2: Generation of Trust

2.1 Overview

Cooperation is a critical element in the performance of distributed systems and protocols. Trust, which we loosely define as a measure of adherence of a node to the prescribed protocol, can also be used to characterize the degree of cooperation. Thus trust can be an enabler of cooperation, and we may view increasing the overall trust as a critical goal of the network.

In this chapter, we study methods to measure trust and generate corresponding trust metrics. We focus on ways for nodes to evaluate the entities with which they communicate in the network (or are in close proximity of). It is important to observe that this differs from the scenario where a node measures its own state to evaluate potential compromise. Though such systems have been studied extensively in literature, in this chapter, we focus entirely on a node evaluating other entities of the network.

A broad range of protocols and topologies of ad-hoc networks has led to a variety of methods to evaluate trust. We divide our study into two components based on the adversarial influence; namely trust in the channel between the two nodes (link trust) and trust in the behavior of the other node (node trust). Such
a division arises naturally from the different types of adversaries, active or passive, and their influence.

Passive adversaries include eavesdroppers that observe transmissions in the network for offline attacks or simple data inference attacks. To increase the sphere of influence, adversaries may act as dumb relays that re-transmit the packet without any manipulation. This greatly enhances the data observation capability of an adversary. Though several studies in literature consider this as an active attack, we classify this as a passive attack, since it does not involve manipulation of data. Such adversaries are limited to link-attacks and hence are studied in our methods for generating ‘link trust’.

Active adversaries include cases of node compromise or other sophisticated behavior that results in adaptive manipulation of data. Such attacks typically influence the behavior of the nodes and the network and thus influence ‘node trust’.

The consideration of trust as link and node trust, though intuitive, provides an interesting decoupling of the behavior of the nodes (node trust) from the location of the nodes (link trust). This becomes particularly significant in mobile scenarios where the link trust may be highly variable due to constantly changing topology, whereas the node trust remains relatively constant. In this chapter, we demonstrate this significance when we propose methods to combine different trust metrics.

2.1.1 Our Contributions

Our contributions in this chapter may be summarized as follows
• We provide a logical division of trust as ‘node’ and ‘link’ trust. We propose two new schemes to generate ‘link trust’ using the wireless communication channel; by using physical layer watermarks and by exploiting the channel reciprocity.

• We validate our results experimentally, using physical device implementation.

• Using existing methods to generate node trust, we provide a probabilistic framework for combination of trust and confidence values.

2.1.2 Organization

The rest of this chapter is organized as follows. In Section 2.2, we describe the adversarial scenarios for link trust, with particular emphasis on the wormhole attacks in Section 2.2.1. We provide an overview of prior work in Section 2.2.2. We describe our method of trust generation using physical layer watermarks in Section 2.3. In Section 2.4, we formulate our method for generation of trust using channel reciprocity. We describe methods for combination of various trust metrics in Section 2.6.

2.2 Link Trust

In a wireless ad-hoc network, entities communicate over a shared broadcast medium. The open nature of the medium makes it prone to powerful attacks even by passive adversaries with low capabilities. Furthermore, as these adversaries attack the communication medium, avoiding such attacks at higher layer is difficult and
may introduce overhead. In this section, we describe the role of a passive adversary and some prior work done in preventing such behavior.

- **Jamming nodes** - Such adversaries reduce the QoS of the network by emitting a spurious signal to raise the noise floor. Such external nodes can significantly influence a section of the network without actual participation in the network. Furthermore, such attacks are difficult detect, and it is difficult to differentiate their influence from poor channel conditions.

Typically, due to constraints, adversaries operate in narrow bands of the spectrum and in small geographical regions. Thus, recent adoption of wideband spectrum usage in systems such as CDMA, FHSS, and MIMO architectures has severely restricted the influence of such attacks. Additionally, most opportunistic schemes perform some form of spectrum sensing and corresponding adjustment of transmission parameters to avoid ‘noisy’ channels. Such schemes would easily counter the threat by jamming adversaries. Particularly in scenario of mobile nodes, which we focus on in this chapter, the influence of such attacks on individual nodes would be of very short duration.

- **Wormholes** - Wormholes are relay adversaries with the goal of drawing network traffic by offering low latency (or cost) paths. These can be launched by simple nodes and have the capability of immense performance degradation. Conventional higher layer authentication can securely provide the identity of the message creator. These credentials can however be relayed without violating the cryptographic primitives, rendering such schemes futile against
wormholes.

As our proposed schemes are useful against such adversaries, in the next two sections, we discuss details of the attacks and the prior efforts to prevent them in ad-hoc networks.

2.2.1 Wormhole Attacks

![Wormhole scenario](image)

Figure 2.1: Wormhole scenario with (a) Single adversary R creating an artificial link between the genuine nodes A and B; (b) Cooperating adversaries $R_1$ and $R_2$ creating a link between $A_i$ and $B_i$ using an out of band channel.

A typical wormhole scenario is shown in Figure 2.1. Consider the nodes to be
distributed over an open area. Nodes $A_1$ and $A_2$, represent adversarial nodes that create a low latency tunnel. The tunnel $L_1$ represents a direct link created using external hardware, such as powerful directional antennas. The link $L_2$ represents a tunnel created by encapsulating the original messages received by $A_1$ and forwarding them to $A_2$ through non-adversarial nodes that are a part of the network. The adversary $A_2$ then re-broadcasts the encapsulated message as the source.

Routing protocols designed for MANETs, such as AODV select low hop count paths. In the scenario in Figure 2.1, routes from $\{S_1 \ldots S_5\}$ would all use the wormhole to route packets to $\{D_1 \ldots D_4\}$.

Wormholes may be classified differently, based on the adversarial behavior. The survey, [15], provides an excellent taxonomy of different wormholes. Here we briefly enumerate the relevant features and behavior required for our presentation.

A wormhole may be hidden or visible, depending on whether the adversarial nodes announce themselves to the network. A hidden wormhole manifests itself only through its actions. If Figure 2.1 represents a hidden wormhole, nodes $A_1$ and $A_2$ will be invisible to the network. Thus $S_1$ and $D_1$ will appear as one-hop neighbors.

Typically the adversaries creating the wormhole are assumed to be simple relays, capable of capturing the messages but not altering it. It is precisely this property which makes wormhole impossible to be detected by cryptographic techniques. A more powerful adversary may be one where the node can selectively modify the messages before re-broadcasting. However, for the rest of our discussion, we do not focus on such type of adversaries. There are several upper layer techniques to preserve the integrity of the transmitted messages, that may be used to counter such
threats. Additionally, such adversaries would need to buffer packets before making any changes. This would cause significant timing overhead which can be detected. A good analysis of the effect of speed on adversarial behavior is presented in [16].

2.2.2 Prior Work

The ease of launch and invisible nature of the wormholes makes them extremely difficult to detect. This has attracted significant attention from the research community. Several techniques have been proposed for detection of wormholes such as leashes [17], TTM [18], [19], [20]. Guler in [15] provides an excellent overview of wormhole attacks and their countermeasures. Most of these schemes depend on stringent timing constraints or special hardware.

Timing based schemes, such as packet leashes [17], require tight synchronization and specialized hardware. Other timing based schemes, such as TTM [18], use metrics such as the expected round trip time. These parameters are highly dependent on network topology and congestion. Additionally, authors in [21] formally proved the failure of timing based schemes against fast adversaries. Location based schemes, which are provably secure, have the major disadvantage of requiring specialized hardware. Statistical and graph theoretic models proposed in [19], [20], for wormhole detection do not suffer from special hardware requirements. However, these techniques, as demonstrated in [19], require central decision making or have high computational complexity [20]. Furthermore, these techniques are unable to pin-point the exact location of the wormhole.
The advantage offered by radio-fingerprinting for preventing wormhole attacks is well acknowledged. There has been considerable effort in this direction [22–24], and the references therein. However, several authors, e.g. [25], have raised concern over the scalability of such metrics. These authors also demonstrate feasible impersonation attacks for transient based methods.

One common theme in the existing solution has been to circumvent the adversarial behavior. We deviate from these approaches in the following sense. Firstly, we attempt to characterize the adversarial behavior as more than a binary constraint of secure-vs-insecure. Secondly, we rely on fundamental properties, i.e. physical layer characteristics of the channel, to establish trust. Such an approach makes our scheme agnostic to higher layers of the protocol stack and can be used in conjunction with other schemes proposed previously. Application at a lower layer also makes our scheme significantly more robust and decreases the power overhead.

2.3 Trust from Physical Layer Fingerprinting

Yu et al, in [5], provide a framework for inserting low power fingerprint-like signals to authenticate the transmitter. We modify this scheme for application to ad-hoc networks. Since the fingerprint used is generated through a deterministic algorithm (as compared to natural imperfections), the security of the signal can be guaranteed by cryptographic primitives. Our scheme requires no additional hardware. The computation and power overhead of our scheme is negligible, and it causes little degradation in network performance. Another important advantage of
our scheme is the ability to pin-point the adversarial nodes. Since the proposed scheme is based on the physical layer characteristics, it is independent of network topology and other associated problems such as congestion.

2.3.1 System Model

Consider the scenario where $N$ wireless nodes are deployed over a geographic area. The nodes are mobile, thus requiring periodic updates to their one-hop neighbor lists.

2.3.1.1 System Assumptions

We assume the existence of a pairwise key pre-distribution scheme. However, depending on the attack considered, this requirement can be relaxed. For example, for the simple relay attack we highlight, a common secret shared by all the network nodes may be sufficient for wormhole detection. We focus primarily on the physical layer modeling. We assume the existence of higher layer mechanisms for sharing the allocated resources like TDMA or some collision avoidance mechanism. Regarding hardware, we assume the nodes are equipped with omni-directional antennas.

2.3.1.2 Attacker Model

We consider the typical wormhole attack scenario, whereby the adversary attempts to draw significant traffic by presenting a low latency or shorter link. A taxonomy of wormholes is described well in [26]. We consider the class of external...
adversarial relays, with either a single adversary $R$ (Fig. 2.1(a)) or multiple adversaries $A_1, A_2$ (Fig. 2.1(b)). Figure 2.1(a) represents a single relay that extends the communication neighborhood of nodes, thus creating false links. In Figure 2.1(b), two cooperating relays $A_1$ and $A_2$ tunnel packets from one side of the network to the other via an out of band channel, $L_1$.

Since we consider external adversaries, we assume that the relays do not have access to any network secrets. We will assume a powerful relay, capable of directional transmissions with no power constraints. Though such adversaries seem weak, they are capable of significant performance degradation by selective dropping or mis-routing of data, providing poor QoS, or offline data attacks. Because of their simple behavior, such relays are extremely difficult to detect by existing mechanisms at the higher layer.

2.3.2 System Description

We utilize the scheme presented in [5] to secure point-to-point links for securing multi-hop communications. Here we briefly present their scheme and notation. For details and performance metrics of the single link system, the reader is encouraged to read [5].

Consider a single-antenna transceiver transmitting narrowband signals in flat fading channels. The sender wants to transmit a message $\mathbf{b} = \{b_1, \ldots, b_M\}$ to the receiver so that it can be recovered and authenticated. Assume that the message symbols $\{b_k\}$ are independent, identically distributed (i.i.d.) random variables. The
encoding function \( f_e(\cdot) \) encapsulates any coding, modulation, or pulse shaping that may be used. The resulting message signal is \( s = f_e(b) \).

The sender wants to transmit an authentication tag \( t \) together with the message \( s \) so the receiver can verify her identity. In general, the tag is a function of the message \( s_i \) and the secret key \( k \), i.e.,

\[
t_i = g(s_i, k).
\] (2.1)

The tag is padded (if necessary) to the message length and simultaneously transmitted with the data. Let the transmitted signal be denoted by \( x = \{x_1, \ldots, x_L\} \).

\[
x_i = \rho_s s_i + \rho_t t_i
\] (2.2)

where \( 0 < \rho_s, \rho_t < 1 \).

As with the message signal, assume the tags satisfy \( E[t_k] = 0 \) and \( E[t^2] = L \). Also assume that \( E[s^H t] = 0 \), so that one can interpret \( \rho_s^2 \) and \( \rho_t^2 \) as energy allocations to message and tag, respectively. An appropriate \( g(\cdot) \) would make the message and tag appear uncorrelated (but not independent). The constraint \( \rho_s^2 + \rho_t^2 = 1 \) ensures that the transmission power remains unchanged.

### 2.3.2.1 Channel Model

Assume a Rayleigh block fading (slow fading) channel so that different message blocks experience independent fades. The channel for the \( i^{th} \) block is \( h_i \), a circularly symmetric complex Gaussian variable with variance \( \sigma_h^2 \). The receiver observes the block

\[
y_i = h_i \cdot x_i + w_i,
\] (2.3)
where \( w = \{ w_1, \ldots w_L \} \) and \( w_k \sim CN(0, \sigma_w^2), \forall k \), where CN denotes complex-valued normal random variable

\[ where \ w = \{ w_1, \ldots w_L \} \] and \( w_k \sim CN(0, \sigma_w^2), \forall k \), where CN denotes complex-valued normal random variable

\[ 2.3.2.2 \ \text{Receiver Model} \]

Pilot symbols are typically used to aid in channel estimation. For the current setup, pilots are inserted in the middle of the block, however the framework is general enough to consider other cases as well. For the pilot symbols \( p \) and their observations \( y_p \), the MMSE channel estimate is simply

\[ \hat{h} = \frac{1}{|p|^2}p^H_{\cdot}y_p, \quad (2.4) \]

where \((\cdot)^H\) is the Hermitian transpose. Assume that \( \sigma_p^2 = E[p_k|^2 = \sigma_x^2 = 1. \]

The receiver uses its channel estimate to estimate the \( i^{th} \) message signal

\[ \hat{x_i} = \frac{\hat{h}_i^*}{|\hat{h}_i|^2}y_i. \quad (2.5) \]

Let \( f_d(\cdot) \) denote the decoding function corresponding to \( f_e(\cdot) \). It then uses \( f_d(\cdot) \) to recover the message symbols

\[ \hat{b}_i = f_d(\hat{x}_i) \text{ and } \hat{s}_i = f_e(\hat{b}_i). \quad (2.6) \]

With the secret key, it can generate the estimated tag \( \hat{t}_i \) using equation \( (2.1) \) and look for it in the residual \( r_i \). The tag can be generated without error even when \( \hat{s}_i \) contains some errors, when \( g(\cdot) \) is robust against input errors. For example, robust hash functions in [27] are suitable for this purpose.

\[ \hat{t}_i = g(\hat{s}_i, k) \quad (2.7) \]

\[ r_i = \frac{1}{\rho_t}(\hat{x}_i - \rho_s f_e(\hat{b}_i)). \quad (2.8) \]
The receiver performs a threshold test with hypotheses

\[ H_0 : \ \hat{t}_i \text{ is not present in } r_i \]  
\[ H_1 : \ \hat{t}_i \text{ is present in } r_i. \]  

We obtain our test statistic \( \tau_i \) by match filtering the residual with the estimated tag. When we assume perfect channel estimation \((\hat{h}_i = h_i)\), message recovery \((\hat{s}_i = s_i)\), and tag estimation \((\hat{t}_i = t_i)\), the statistic when the tagged signal is received is

\[
\tau_i|H_1 = t_i^H r_i = |t_i|^2 + \frac{\hat{h}_i^*}{\rho_i |h_i|^2} t_i^H w = |t_i|^2 + v_i,
\]

where, conditioned on \( t_i \), \( v_i \) is a zero-mean Gaussian variable with variance \( \sigma^2_{v_i} = L\sigma_w^2 / \rho_i^2 |h_i|^2 = L / \rho_i^2 \gamma_i \). When the reference signal is received, the statistic is

\[
\tau_i|H_0 = \left( \frac{1 - \rho_s}{\rho_i} \right) t_i^H s_i + v_i
\]

and \( E[\tau_i|H_0] = 0 \), since we assume \( E[s_i^H t_i] = 0 \).

Here we deviate from the decision regions of [5]. Since our primary objective in this scenario is to minimize the probability of accepting faulty tags, we choose a smaller region of acceptance. The authenticity \( \delta_i \) for the \( i^{th} \) block is made according to

\[
\delta_i = \begin{cases} 
1 & \tau_i^L < \tau_i < \tau_i^H \\
0 & \text{otherwise.}
\end{cases}
\]

The thresholds \( \tau_i^L, \tau_i^H \) of this test can be determined by alpha level tests. The introduction of an upper bound leads to reduced probability of detection and can be compensated for by considering the decision over multiple blocks.
2.3.3 Security Analysis

Our security scheme is based on detection of changes in tag statistics due to the additional noise. We will show that even in the best case scenario, the adversary contributes two sources of additional noise. One is the channel between the adversary and receiver. The other, is an increase in estimation error of channel parameters by the receiver, due to a change in the underlying statistics.

Consider the scenario in Figure 2.1(a). The genuine nodes A and B follow the strategy described in section 2.3.1. In the case when the two nodes are not in direct communication range, the adversarial relay R may attempt to relay messages between them to create a shorter path. If successful, the adversary can divert significant traffic from other nodes such as C, D as well.

Assume node B broadcasts a neighborhood discovery request, which is successfully relayed by the adversary to node A. Node A attempts to reply with an authentication signal embedded as described in section 2.3.1. At the physical layer, the message received at the adversary R would be

\[ y_r = h_r \cdot x_a + w_r \]

\[ = h_r \cdot (\rho_s s_a + \rho_t t_a) + w_r, \]  

(2.14)

where \( h_r \) is the channel between node A and the adversary R and \( w_r \) is the additive noise.

Though we are highlighting the security with respect to Figure 2.1(a), the formulation above holds identically for the scenario in Figure 2.1(b). Since traffic
between $R_1$ and $R_2$ is tunneled without modification, the pair of nodes appears as a single sink and source. From a strictly practical point of view, the signal for transmission between $R_1$ and $R_2$ will have to be reasonably quantized. Tags with sufficiently low power may suffer severe distortion or might be completely lost by quantization. Thus the analysis presented is slightly optimistic.

The relay can either decode the signal and retransmit a noise free version or amplify the received signal for transmission. To perform the former, the adversary should be able to decode the signal and the tag, and recreate the original signal. Even if we assume a powerful adversary that is able to successfully estimate the channel ($\hat{h}_r$) and the signal ($\hat{s}_a$) without errors, it cannot generate the tag without the key. To estimate the tag, following equation (2.7),

$$\tilde{y}_r = \frac{\hat{h}_r^*}{|\hat{h}_r|^2} y_r$$

$$\tilde{t}_r = \frac{1}{\rho_t} (\tilde{y}_r - \rho_s s_a)$$

$$= t_a + \frac{\hat{h}_r^*}{|\hat{h}_r|^2} \cdot \frac{1}{\rho_t} w_r = t_a + \tilde{w}_r,$$

(2.15)

where $\tilde{w}_r \sim CN\left(0, \frac{\sigma_w^2}{\rho_t^2|h_r|^2} I\right)$. We can define the tag-to-noise ratio as follows

$$\gamma_t = \frac{\rho_t^2|\hat{h}_r|^2}{\sigma_w^2} = \rho_t^2 \gamma_r , \tilde{\gamma}_t = \frac{\rho_t^2 \sigma_h^2}{\sigma_w^2}.$$  

(2.16)

In order to maintain signal quality and noise characteristics, and limit bandwidth leakage, for any practical system we choose $\rho_t^2$ to be sufficiently small. This would make it difficult to estimate the tag reliably.

As an example, if we consider the tag to be modulated by a simple scheme as
a BPSK signal, then average probability of error is
\[ P_e = \frac{1}{2} \left( 1 - \sqrt{\frac{\tilde{\gamma}_t}{\tilde{\gamma}_t + 1}} \right) \approx \frac{1}{2}(1 - \rho_t), \]
which is close to random guessing. Thus the best strategy for the adversary to follow is amplify-and-forward. Suppose the adversary amplifies the signal by a factor \( A \), then
\[ x_r = A \frac{\hat{h}_r^*}{|h_r|^2} y_r = A(x_a + \tilde{w}_r), \quad (2.17) \]
where \( \tilde{w}_r \sim CN \left( 0, \frac{\sigma_w^2}{|h_r|^2} I \right) \). The signal received at B may be expressed as
\[
y_b = A \cdot h_b(x_a + \tilde{w}_r) + w_b \\
= A \cdot h_b x_a + (A \cdot h_b \tilde{w}_r + w_b). \quad (2.19)\]
Clearly the noise characteristics are deviant from typical Gaussian noise due to the product of Gaussian type terms present. The receiver will continue to process the data as described earlier. However, this will lead to sub-optimal results. Consider the MMSE estimation of the channel response using the K pilot symbols.
\[
\tilde{y}_b^p = \frac{P^H y_b^p}{|P|^2} \\
= Ah_b \left( 1 + \frac{\rho_t P^H t_a^p}{|P|^2} + \frac{P^H \tilde{w}_r}{|P|^2} + \frac{P^H w_b}{|P|^2} \right) + \frac{P^H w_b}{|P|^2} \\
= Ah_b (1 + w_t + w_p^r) + w_b^p. \quad (2.21)\]
\[
\text{where } t_a^p \text{ is the component of the tag along the signal. } w_b^p \sim CN \left( 0, \frac{\sigma_b^2}{K} \right), \text{ and conditioned on } h_r, w_r^p \sim CN \left( 0, \frac{\sigma_r^2}{K|h_r|^2} \right). \]
In our system, we design the tag such that there is no component over the pilot symbols. Thus \( w_t = 0 \). The MMSE estimate of \( h_b \) is given by
\[
\hat{h}_b = \alpha (Ah_b (1 + w_r^p) + w_b^p), \quad \alpha = \frac{\sigma_h^2}{\sigma_h^2 + \sigma_w^2/K} . \quad (2.23)\]
For the pilot length and SNR to be sufficiently large, we can approximate \( \alpha \approx 1 \) and claim \( |\hat{h}_b|^2 \approx A^2 |h_b|^2 \). We proceed with the signal estimation and tag detection as follows

\[
\tilde{y}_b = \frac{\hat{h}_b^* y_b}{|\hat{h}_b|^2} = \frac{1}{A^2 |h_b|^2} (A h_b (1 + w_r^p)^* (A h_b (x_a + \tilde{w}_r) + w_b) \\
= (1 + w_r^p)^* (x_a + \tilde{w}_r) + \frac{w_b^p w_b^*}{A^2 |h_b|^2} \\
+ \frac{w_b^p}{A h_b} (x_a + \tilde{w}_r) + \frac{1}{A h_b} (1 + w_r^p)^* w_b. \quad (2.24)
\]

Assuming perfect decoding of the signal (\( \hat{s}_a \)), we can obtain the residue and test statistic as

\[
\tilde{r}_b = \frac{\tilde{y}_b - \rho_s \hat{s}_b}{\rho_t}, \quad \tau = t_a^H r_b. \quad (2.25)
\]

We would like to consider the additional noise in this statistic, compared to the absence of the adversary,

\[
\tilde{\tau} = \tau - (|t_a|^2 + t_a^H \tilde{w}_b) = \frac{1}{\rho_t} \left( w_r^p + \frac{w_b^p}{A h_b} \right) t_a^H (x_a + \tilde{w}_r) \\
+ \frac{1}{\rho_t A h_b} \left( \frac{1}{A h_b} w_b^p + (u_r^p)^* \right) t_a^H w_b \\
= W_1 + W_2. \quad (2.26)
\]

The product of independent normal densities is a modified Bessel function of the second kind. We use \( W_2 \) to encapsulate all such terms in equation (2.26). To simplify analysis, we can ignore \( W_2 \) and improve a better-case (less noise) result. \( W_1 \) is complex Gaussian random variable with 0 mean and variance:

\[
\sigma^2_{W_1} = \frac{\sigma_w^2}{K} \left( 1 + \frac{\rho_s^2 \beta^2}{\rho_t^2} \right) \left( \frac{1}{A^2 |h_b|^2} + \frac{1}{|h_r|^2} \right).
\]
The value $\beta \in [0, 1]$ depends on the choice of $g(.)$ relating the tag to the message. It can thus be considered as a design parameter for selection of the tag generation scheme. We can thus observe an $m$ fold increase in the variance of the detection statistic where

$$m = \frac{L}{K} (\rho_i^2 + \beta \rho_s^2) \left( 1 + \frac{1}{A^2} \right) + 1.$$  

Clearly, it is possible to reduce the additional error term to a negligible value by choosing a sufficiently large amplification factor. However, this can be easily detected by simple energy sensing methods. If we consider $E$ to be the energy detected on the channel, we can claim adversarial behavior if $E > E_0$, where $E_0$ denotes the energy threshold. Even by choosing a conservative threshold, we can guarantee the range of $A$ to be small enough to cause a noticeable degradation in the test statistic.

2.3.3.1 Multiple blocks

Since our scheme relies on the deviation of the noise variance, a single observation may not be sufficient to make a decision about adversarial behavior of a neighbor. Thus we extend the decision over several blocks. Most MANETs require nodes to perform a periodic neighbor update for tracking changes. In this case, our scheme would require a minimum number of HELLO messages, $N_{auth}$, that is to be observed before declaring a neighbor as adversarial. Alternatively, in the absence of such periodic updates, or to speed up the process of detection of adversaries, we may piggyback the authentication tag periodically on data packets. Since the power overhead and computational requirements of our scheme are negligible, there is no
loss of performance.

Consider the observation of $N_{auth}$ tagged packets. Let $N_{corr} \leq N_{auth}$ be the number of packets received with a valid tag. We make the decision of adversarial behavior as

$$\begin{align*}
N_{corr} \geq N_0 : & \quad \text{Authentic} \\
N_{corr} < N_0 : & \quad \text{Adversarial Behavior.} \quad (2.28)
\end{align*}$$

Clearly, the performance of the detector is a function of the threshold $N_0$. If we consider $\alpha_m$ to be the maximum acceptable probability of missed detection, we may select $N_0$ based on an alpha level test. Consider $p_{good}$, and $p_{adv}$ to be the probability of detecting the presence of the tag in the absence and presence of an adversary respectively. Thus $N_{auth}$ will be a Binomial random variable with success probability $p_{good}$, and $p_{adv}$ depending on the presence or absence of the adversary. We may determine $N_0$ as

$$N_0 = \arg \min_j (1 - f(N_{auth}, j, p_{adv})) \leq \alpha_m, \quad (2.29)$$

where $f(N, j, p)$ denotes the binomial cumulative distribution function. As will be highlighted in section 2.3.4, there exists a fundamental trade-off between the number of messages observed and the robustness of the decision.

2.3.4 Simulation Results

Since our scheme is based at the physical layer of a point-to-point link, it is independent of the network topology. Thus it suffices to verify our results for a
single transmitter receiver pair in the presence of a single adversary. We verify our scheme with MATLAB simulations. To enable comparison of statistics, we have used parameters similar to [5]. In our simulations, the data symbols are i.i.d equiprobable binary symbols. The message is coded with a rate 1/2 code for error protection. The data and the tag are BPSK modulated. We use the Harr (Daubechies 2) wavelet decomposition to embed the tag to minimize bandwidth expansion. The resultant signal is modulated with a root raised cosine pulse shape (with rolloff factor 0.5). We consider two different environments with coherence time $L = 256$ and $L = 512$. The number of pilots are either $K = 8$ or $K = 16$, based on the coherence time. Figure 2.2 shows the bit error rate in the estimation of the tag signal by the adversary for $L = 512$. Due to limited resources, it would be reasonable to consider the sensor or ad-hoc networks to operate in the low SNR regime. Clearly, for $\rho_s^2 > 0.98$,
the error in the estimated tag is too high for re-transmission. As will be evident from the rest of this section, the performance of the authentication credentials is reasonably good for $\rho_s^2 > 0.98$. Figures 2.3 and 2.4 show the histogram of the tag statistic for both the non-adversarial and adversarial case. The exact values for the probability of detection of tag by considering $\tau_i^L = L - t\sigma_v$ and $\tau_i^H = L + t\sigma_v$ are highlighted in Table 2.1 and 2.2. We choose the parameter $t = 2.5$ or $t = 3$ which maximizes the gap between probability of acceptance of an adversary’s message vs a
Table 2.1: Probability of detection of tag for $L = 512$, $\rho_s^2 = 0.99$, acceptance range $= \pm 3\sigma$

<table>
<thead>
<tr>
<th>SNR</th>
<th>$A = 1$</th>
<th>$A = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No Adv</td>
<td>Adv</td>
</tr>
<tr>
<td>10dB</td>
<td>0.69</td>
<td>0.47</td>
</tr>
<tr>
<td>15dB</td>
<td>0.69</td>
<td>0.48</td>
</tr>
<tr>
<td>20dB</td>
<td>0.69</td>
<td>0.5</td>
</tr>
<tr>
<td>25dB</td>
<td>0.7</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2.2: Probability of detection of tag for $L = 256$, $\rho_s^2 = 0.98$, acceptance range $= \pm 2.5\sigma$

<table>
<thead>
<tr>
<th>SNR</th>
<th>$A = 1$</th>
<th>$A = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No Adv</td>
<td>Adv</td>
</tr>
<tr>
<td>10dB</td>
<td>0.79</td>
<td>0.56</td>
</tr>
<tr>
<td>15dB</td>
<td>0.78</td>
<td>0.57</td>
</tr>
<tr>
<td>20dB</td>
<td>0.79</td>
<td>0.57</td>
</tr>
<tr>
<td>25dB</td>
<td>0.79</td>
<td>0.57</td>
</tr>
</tbody>
</table>
Figure 2.4: Distribution of the auth tag for $L = 512$, $\rho_s^2 = 0.98$, adv ampl $A = 1$
non-adversary’s message. It can be seen from Table 2.1 and 2.2 that the difference in noise statistics is not significant enough to make a reliable decision based upon a single observation.

![Detection probability vs block size (N_{auth})](image)

**Figure 2.5:** Probability of error in estimation of tag by the adversary $N_0 = 65$

Considering an alpha level test, we fix $\alpha_m = 0.01$, i.e. 1% probability of missing adversarial behavior. By considering statistics from Table 2.2 we can calculate the smallest value of $N_{auth}$ to ensure that the probability of false alarm is less than 5%. We see that for $N_{auth} \geq 80$, setting $N_0 \sim 0.65 N_{auth}$ yields an acceptable tradeoff.

Figure 2.5 illustrates the variation of the probability of detection of the adversary for the acceptable setting (i.e. $N = 0.65 N_{auth}$). We observe the rapid decay of error with increase in the number of observation blocks. After 50 observations, the error falls below the threshold required for most systems.
2.4 Trust from Channel Reciprocity

The notion of using physical characteristics of the channel may be utilized in ways other than embedding a watermark. Here we present an efficient and robust method for detecting wormholes using the channel state information (CSI) between the communicating nodes. Typically, variations in the state of the common channel, as seen by a pair of communicating nodes, are similar. Utilizing this property of the wireless channel to generate a secret key for cryptographic purposes has been a well studied topic in literature, e.g. [28]. We claim that presence of adversarial relays, acting as a wormhole, can destroy this symmetry. We formulate a method to detect this loss of symmetry. Estimation of the CSI is required for coherent demodulation in most communication systems. Many commercial products support simple software routines to obtain the CSI, typically as the received signal strength (RSS). Therefore, our scheme can be added on to the current systems without hardware modifications. In addition, since our scheme does not rely on any special beacon or signals, it can be used with regular data transmission, without much overhead.

2.4.1 System Assumptions

Since our scheme uses channel characteristics, there are certain requirements that need to be satisfied by the channel for our scheme to work successfully. We assume the channel between any pair of nodes to be symmetric and Rayleigh block fading, with fading duration larger than the round trip time (RTT) between the nodes. The scheme can tolerate temporal variations in the channel parameters that
are bounded by the quantization step. As we will highlight later, the quantization step size is a design parameter within our scheme, which can be optimized based on the deployment environment. We have verified that these channel assumptions hold reasonably well in case of static sensor networks, or mobile nodes with slow movements.

Our scheme operates independent of the higher layer MAC and routing protocols. For authentication during the neighborhood discover phase, the scheme will perform well with any MAC and higher layer protocol. However, for our trust systems, we require the packet reception to be acknowledged. Thus, any MAC protocol which ensures instant feedback after packet reception will suffice, for example, the 802.11 MAC.

We assume the adversarial behavior to be limited to relaying and any offline attacks. In case of a relay with the capability to modify the packets, we can couple our scheme with any higher layer protocol used to ensure integrity of the messages in the network. For example, any form of a message authentication code will serve this purpose. It should be noted that hidden wormholes typically cannot be thwarted by higher layer cryptographic schemes. The benefits of our scheme thus complement the higher layer cryptographic methods, not overlap.

2.4.2 Bit Extraction

The wireless channel, while being the source of problems, can also provide a good source of entropy for cryptographic key generation. Several previous works,
have focused on extraction of a key from the channel measurements. Since most coherent detection schemes utilize pilot signals to estimate the channel, utilization of CSI for our purpose has the advantage of adding little overhead to the communication system.

Typically, pilot symbols are inserted to aid channel estimation. There exists a wide array of literature concerning optimal allocation and placement of pilots, as well as channel estimation techniques. The work of Tong, et al., is an excellent example. Consider the case where the pilot symbols are inserted in the middle of the block (similar to the GSM packets). Let the observations of those pilot symbols be $y_p$. The MMSE channel estimate is simply

$$\hat{h} = \frac{1}{|p|^2} p^H y_p.$$ 

The estimate, $\hat{h}$, can then be quantized for the purpose of generating a sequence of random bits. We discuss two schemes and for generating the bit sequence for our purpose.

Since our intent is not to use the sequence as key for cryptographic purpose, we may relax certain requirements and simplify the existing schemes. Firstly since in the wormhole case, the sequence is not reused and the adversary does not act directly on the key, the bit sequence generated need not be uniform. Secondly, since we are using correlation rather than perfect matching, the sequences generated need not be identical.
2.4.2.1 Bit Extraction Using Phase Of Channel State

In [31], the authors use the phase of $\hat{h}$ to derive a bit sequence. Assuming the channel fading parameter has a Rayleigh distribution, the phase is distributed uniformly over $[-\pi, \pi]$. Thus it is a good choice for generating random bits. Even in slow fading channels, there can be rapid fluctuations in the phase. This is advantageous, as it increases the rate of bit generation. However, it can be a source of asymmetry and error as well. To generate the bits, we simply quantize the phase $\hat{\phi} = \arctan \frac{\text{imag}(\hat{h})}{\text{real}(\hat{h})}$, using an $L$-bit uniform quantizer $Q$.

$$\{b_1, b_2, \ldots b_L\} = Q(\hat{\phi}).$$

In practical scenarios, there may be a certain degree of correlation between the generated bits. We however do not employ any decorrelation mechanism here. For our scheme, we can accommodate this correlation during the matching phase by selecting conservative thresholds.

2.4.2.2 Bit Extraction Using Magnitude Of Channel State

Most commercially available radios today do not provide direct access to the phase of the channel estimate. Instead they provide the received signal strength indicator (RSSI), which can be considered as a measure of the magnitude of the channel response. In [29], the authors provide a simple scheme for deriving a bit sequence by using a non uniform, L-bit quantizer $Q'$ to detect deep fades. Here

$$\{b_1, b_2, \ldots b_L\} = Q'(|\hat{h}|^2) \approx Q'(RSSI).$$
The authors of [29] show that even by considering $L = 1$, i.e., binary quantization, the best that the adversary can do is to predict the Hamming weight of the generated sequence. In the simplest scenario, the quantizer reduces to

$$RSSI \geq q,$$

where the threshold $q$ can be optimized for performance. Typically $q$ represents the mean of underlying distribution of the channel state, which can be assumed to be known before hand, or determined adaptively as the sample mean. We can also use a moving average filter to represent the threshold. It can be observed that regardless of the update scheme, the bit sequence generated at both ends would be similar. We will highlight the effect of $q$ during the performance evaluation of our scheme.

Intuitively, the magnitude provides a more natural and robust mechanism for generating the bits. However, it suffers from a major disadvantage when the channel is slow fading. The bits in the sequence may not have sufficient variation to effectively utilize the independence of the channels in the presence of an adversary. Thus, we may not be able to extract a meaningful bit sequence, leading to a high probability of missed detection.

2.4.3 Security Scheme

Consider the Figure 2.6(a). Let $x_i$ and $y_i$ be the sequence of bits extracted by nodes A and B respectively, during the $i$th message exchange using one of the methods highlighted in section 2.4.2. Let $x_{i}^{adv}$ and $y_{i}^{adv}$ be the corresponding bit sequences in the presence of an adversary. We utilizes the fact that the channel
Figure 2.6: (a) Scenario of bit sequence extraction with (red) and without (black) adversary (b) A timing flow diagram of the modified neighborhood discovery protocol
between A and the adversary is independent of the channel between B and the adversary. Thus, the bits sequences $x_i^{adv}$ and $y_i^{adv}$ would yield a lower correlation when compared to $x_i$ and $y_i$.

These sequences can be used to detect wormholes either initially during neighborhood discovery (or route discovery), or over the entire duration of transmission as a trust metric. The former incurs a penalty of a few packets, depending on the quantization levels. Since the overhead of the actual scheme is minimal, utilizing it over several data packets forms a robust low cost metric.

### 2.4.3.1 Trust Metric

In this scheme, we consider the case where the route discovery mechanism proceeds without any security and selects the wormhole link. During actual data transmission, for each packet received by B from A, it extracts $y_i$. To minimize overhead, we select a single bit to be transmitted back to A, along with the ACK. The least significant bit may be a poor choice since it is most prone to error due to channel variations. On the other hand, the most significant bit exhibits excessive robustness to quantization errors in the presence of an adversary, thus reducing security. We can select the middle order bit, $y_i^b = (y_i)_{\frac{L}{2}}$. This can be re-transmitted to A with the ACK reply, which enables A to compute the corresponding $x_i^b$. In case of an adversary capable of modifying the packets, this bit can be cryptographically secured with rest of the data.

Define $t_i$ to be the trust value learned from the $i$th packet. $t_i = 1$ if $x_i^b = y_i^b$.
and 0 otherwise. Thus assuming that the channel states over different packets are independent, \( t_i \) will be an i.i.d Bernoulli random variable. Let \( p \) be the probability that \( t_i = 1 \) in case there is no adversary, and \( p^{adv} \) be the probability that \( t_i = 1 \) in the presence of an adversary.

Consider that the system evaluates its path selection strategy to check for adversaries after \( N \) packets. Thus the accumulated trust, \( T = \sum_{i=1}^{N} t_i \), will have a Binomial distribution with the parameters \( p \) or \( p^{adv} \). Based on the accumulated trust, we can make our decision as

\[
T \gtrless_{adv} n^{no adv} N_0,
\]

where \( N_0 \) can be optimized on the basis of an \( \alpha \)-level test. For security, our intent is to minimize the probability of missing an adversary. Let us define \( \alpha_m \) to be the acceptable probability of missed detection. Such criteria leads to a penalty in the probability of false alarm. However, if we consider a MANET to be densely connected, a wrongly flagged path will lead to very little overhead in terms of connectivity or latency.

We may select \( N_0 \) as

\[
N_0 = \arg \min_j (1 - f(N, j, p^{adv})) \leq \alpha_m,
\]

where \( f(N, j, p) \), denotes the binomial cumulative distribution function.

2.4.3.2 Neighbor Discovery

This scheme is intended to detect a wormhole during neighborhood discovery with a one time packet repetition cost. Consider the scenario where a node A
wishes to perform neighborhood discovery (ND). Typically, a node would send out HELLO messages and wait for the reply from its neighboring nodes. We modify this method as shown in Figure 2.6(b). After receiving the initial reply, the node A sends out K verification messages (VRFY), receiving a reply (VREP) from the neighbors each time. The VRFY and VREP packets require no special structure, just the basic pilot symbols to perform channel estimation. Thus we use the minimum size packets permitted by the protocol MAC as our verification packets.

With each reply, node B appends the extracted bit sequence $y_i$. This enables node A to compute $x_i$. Consider

$$X = x_0 || x_1 || \cdots || x_K,$$

and

$$Y = y_0 || y_1 || \cdots || y_K.$$  

Thus the decision of security may be made by the node A as

$$\sum_j I(X^j = Y^j) \geq_{adv} \tau,$$

where $I(.)$ represents the indicator function and $X^j$, $Y^j$ represent the $i$th bit of the sequence $X$ and $Y$ respectively. The value of $\tau$ can be optimized based on the significance level tests as shown in the previous section.

2.4.4 Simulations

We evaluate the performance of the proposed mechanism using both MATLAB simulations and RSSI measurements from our sensor testbed. Since our scheme
utilizes physical layer properties of the wireless channel, rather than network specific metrics, it is independent of the network architecture. Therefore, it suffices to demonstrate the validity of our claims by considering the channel between a single transmitter and receiver pair for the non-compromised case, and the presence of a single adversarial node for the compromised case.

In the initial experiments, we use simple binary quantizers with static quantization levels. We then study the effect of quantization, by varying the number of static quantization levels. We also present authentication results for the scenario where the system is not aware of the channel characteristics. In this case, we use adaptive quantization, where the quantization level is computed as the sample mean.

2.4.4.1 MATLAB Simulations

In our simulations, we use a conservative channel model to demonstrate the robustness of our scheme. We tighten our assumptions about channel symmetry and independence, as compared to those in literature work on secret key generation. We do not consider the channel between the transmitter and receiver to be perfectly symmetric; rather highly correlated. In the adversarial case, we do not assume the channels from the adversary to the transmitter and the receiver to be independent; rather they exhibit a lower correlation than the non-compromised case. Let $\rho_{\text{adv}}$ be the correlation between the Gaussian components of the complex channel gain in the adversarial case. Let $\rho_{\text{sym}}$ be the corresponding parameter in non-adversarial case. We present our system performance for $\rho_{\text{adv}} \leq 0.7$, and $\rho_{\text{sym}} \geq 0.8$. 
For a robust detection mechanism, the probability of missed detection, $\alpha_m$, must be reasonably low. For our simulations, we use a value of 1%, i.e. $\alpha_m = 0.01$. Recall that $p$ and $p^{adv}$ denote the probabilities that the response bit extracted from the receiver channel is equal to the verification bit extracted from the transmitter channel in the non-adversarial and adversarial cases, respectively. We evaluate the decision threshold $N_0/N$ for our channel models, which depends on $\alpha_m$ and $p^{adv}$. The value of $p^{adv}$ can be calculated accurately, based on the method of bit sequence generation and channel parameters. For example, when generating the bit sequence from the magnitude of the channel response, we can use the bivariate Rayleigh distribution [33].

Due to complexities involved in analytical evaluation, we use simulations to compute the value of $p^{adv}$. We perform simulations considering $SNR = 10dB$. We observe, for $\rho_{adv} = 0.7$, the parameter $p^{adv} = 0.68$ when using the magnitude, and $p^{adv} = 0.74$ when using the phase. Based on the equation (2.30), we find $N_0 \sim 0.7N$ and $N_0 \sim 0.8N$ to perform well for the bit generation using magnitude and phase respectively. In other words, if 70% of the received bits match, we can conclude the absence of an adversary with high confidence.

In Figures 2.7, 2.8, we plot the probability of declaring a link to be non-adversarial, as a function of the number of observed packets. We consider a pilot aided channel estimation scheme, using 16 pilots inserted in the middle of the frame. We demonstrate the robustness of our scheme even in noisy channel conditions with $SNR = 0dB$.

The performance using the phase of the estimated channel state to obtain the
As the phase is uniform in $[-\pi, \pi]$, we fix the quantization level at $q = 0$ and obtain a single bit from each estimate. The sensitivity of our scheme on the quality of channel estimation can be clearly seen from Figure 2.7(a) At low SNR, since the channel estimation is noisy, we require almost twice the number of packets required for the case of $SNR = 10dB$. Comparing Figures 2.7(a) and 2.7(b), we can observe the performance variation with correlation. For reasonable correlation, when $\rho_{sym} - \rho_{adv} > 0.2$, the probability of false alarm declines rapidly to a low value. Even for extremely matched correlation values, as in 2.7(b), the scheme performs reasonably well, though at an added cost of sensing time. However, since the computation and power overhead of the scheme is limited, long sensing times do not penalize our network much. In such conditions however, it would be difficult to use our scheme for authentication during the neighborhood discovery phase.

Figure 2.7: Bit stream generation using phase of the estimated channel state (a) $\rho_{adv} = 0.5, \rho_{sym} = 0.9$; (b) $\rho_{adv} = 0.7, \rho_{sym} = 0.8$
For Figure 2.8, we use the magnitude of the estimated channel state to obtain the bit stream. Since the channel model in our simulations is sufficiently time varying, performance using the magnitude is similar to using the phase. In generating Figure 2.8, we use adaptive quantization. Here, we assume no prior knowledge of the CSI distribution. We set the quantization level equal to the sample mean. This method models the realistic scenario where the sensors do not have prior knowledge about the environment they are deployed in. We observe that adaptive quantization performs equally well, when compared to static quantization. This is intuitive, since our scheme relies on symmetry. The sample means, though different from the true mean will be symmetrically computed.

![Performance using magnitude](image1)

![Performance using magnitude](image2)

Figure 2.8: Bit stream generation using magnitude of the estimated channel state with adaptive quantization levels (a) $\rho_{adv} = 0.5, \rho_{sym} = 0.9$; (b) $\rho_{adv} = 0.7, \rho_{sym} = 0.8$

In Figure 2.9, we highlight the effect of quantization size on robustness. Here, we ignore the system overhead, and use all of the generated bits for authentication.
The binary quantization considered previously, though robust, requires a long time to reach a confident decision. Increasing the number of quantization levels can lead to several fold increase in the rate of the generated bits. However, an increase in bits per sample also increases sensitivity to minor losses in symmetry. We consider a 4- and 8-level uniform quantizer for a Rayleigh channel. To minimize errors due to minor changes in the channel, we use Gray code for encoding the quantizer output. It can be seen from Figure 2.9 that for quantizing the magnitude of the channel state, increasing the quantization levels to 8, even though increases bit generation rate, decreases performance.

![Figure 2.9: The effect of quantization of the magnitude on security](image)

2.4.4.2 Performance Evaluation Using Sensor Testbed

We implement our scheme on an IRIS Mote sensor testbed to evaluate its performance. We use the TinyOS programming environment to interface with the
motes. Like most commercial wireless hardware, the IRIS mote provides the quantized RSSI readings which can be used for generation of a bit sequence for security. We conduct experiments for the limited mobility (walking speed) and stationary case. Figures 2.10(a) and 2.10(b) display the variation of RSSI readings over 500 samples, as recorded by the transmitting and receiving sensors, in the presence and absence of an adversary respectively. We can clearly observe the low (and high) correlation between the variations in the adversarial (and non-adversarial) case. Thus, we can verify that even with mobility, our assumptions while designing the system hold true.

![RSSI readings with adversary](image1)

![RSSI readings without adversary](image2)

**Figure 2.10:** RSSI readings of transmitting and receiving IRIS motes for (a) adversarial scenario; and (b) non-adversarial scenario

We implement our algorithm on the IRIS motes using the sample mean for quantization. In Figure 2.11, we plot the probability of declaring the link free from an adversary, as a function of number of exchanged verification packets between the nodes. In a practical scenario, where we are unaware of the channel conditions, it
is impossible to accurately calculate the optimal \( N_0/N \) ratio. In Figure 2.11 we highlight the effect of the ratio on system performance. We observe that a ratio of \( N_0/N \in [0.75, 0.8] \) yields a good tradeoff between the probability of missed detection and false alarm. We can observe that even with 50 packets, we achieve a false alarm rate of less than 10\%, which is tolerable for most practical networks.

![Performance using RSSI from IRIS motes](image)

Figure 2.11: Performance of wormhole detection scheme for varying \( N_0/N \) ratios on IRIS sensor motes, using RSSI

### 2.5 Node Trust

We define node trust as the deviation of nodes from the prescribed protocol behavior. Such deviations may occur either due to external adversarial influence, or simply selfish behavior of otherwise uncompromised nodes. For completeness of our
discussion and presentation of sample detectors for our trust combination methods, we mention some of the existing literature dedicated to development of node trust.

Specification of communication protocols is typically in the form of a state machine description. Thus intuitively, any adversarial behavior can be viewed as a deviation from the ideal description. For example, consider the state machine of AODV in Fig. 2.12(a). The extra states (marked red) or the removed transitions (red lines) represent alterations that result in instances of adversarial behavior. In this figure, we illustrate the scenario of selfish behavior, or using degraded routes. Similarly, in Fig. 2.12(b) we observe the alterations in the state machines of nodes attempting to steal bandwidth (as demonstrated in \cite{34,35}).

Figure 2.12: High level FSM representation (with adversarial behavior) of (a) AODV protocol (b) 802.11 contention resolution protocol.

However, extraction of the complete state machine by remote monitoring is a
difficult task. This has been explored by several researchers in \[36-39\]. Rather than
the complete specification, they develop formal model representation of a subset of
critical features of routing protocols, e.g. using NOMAD based representation \[40\],
or EFSM based representation \[41\]. The features, also termed as ‘invariants’ of the
protocol can be remotely observed by neighboring nodes to evaluate the behavior
(or trustworthiness) of a node.

‘Invariant’ based techniques are highly dependent on the protocol specifica-
tion and topology. Thus it is difficult to generalize such methods. As a result,
researchers have explored training based approaches, e.g. \[42-44\], where general fea-
tures applicable to several protocols are identified and their expected performance
is characterized by using unsupervised learning based methods such as SVM \[45\].
Such methods, though more general, can have significantly degraded performance
in certain cases.

2.6 Combination of Trust

In a typical MANET scenario, several detectors may be deployed to detect the
same attack at multiple layers or in different protocols. For meaningful operation
and mitigation, outputs from these detectors must be combined to yield a single
(or reduced) trust and/or confidence metric. We propose a probabilistic framework
for combining the outputs from different detectors. We also suggest the idea of a
semi-ring based approach and highlight the potential benefits, when combined with
distribution mechanisms.
We enumerate some sample detectors and examples of attacks they detect in Table 2.3. These detectors are based on the examples in Section 2.5. It should be emphasized that this represents a small subset of attacks and detectors for ad-hoc networks. It is simply a representative example for our combination strategies.

We assume the output of each detector is in the form of a trust and confidence pair \( (<t, c>) \), or simply a trust value, \( (<t>) \). It should be noted that unlike the link based detectors, most detectors in Table 2.3 have binary outputs, i.e. whether the detector has detected an attack or not. In such a scenario, it is appropriate to interpret the confidence as the performance of the detector, i.e. as the probability of false alarm or missed detection. For link based detectors proposed earlier or statistical node trust metrics, we may have non-binary representation of trust. There, the confidence metric may represent the detector performance based on channel noise or number of quantization levels.

2.6.1 Linear Combination

Different trust metrics may be representative of trust at different layers of the communication stack. A weighted linear combination is a simplistic method of combining trust values from different detectors. This is been widely used in literature. Weights may be assigned on the basis of significance of a detector in the given application, or simply on the basis of the detector performance metrics. We may represent the overall trust as

\[
t = \sum_{i=1}^{N} w_i t_i, \quad \sum_{i=1}^{N} w_i = 1,
\]  

\( (2.31) \)
<table>
<thead>
<tr>
<th>Detector</th>
<th>Selfish</th>
<th>Greyhole</th>
<th>Blackhole</th>
<th>Relay</th>
<th>Spoofing</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAC Fair usage</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Packet forwarding</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gateway packet forwarding</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Packet tunneling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>×</td>
</tr>
<tr>
<td>Hello link inconsistency</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hello-TC inconsistency</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td>×</td>
</tr>
<tr>
<td>IP, MAC orig check</td>
<td></td>
<td></td>
<td></td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>TTL/Hop count check</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>×</td>
</tr>
<tr>
<td>Freq of OLSR message</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td>×</td>
</tr>
<tr>
<td>OLSR-MAC dest check</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td>×</td>
</tr>
<tr>
<td>Packet forwarding</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>×</td>
</tr>
</tbody>
</table>

Table 2.3: List of detectors and attacks detected
where \( i \) represents the index of the detector. This allows us to adjust the significance of different type of trust (or detectors) as a function of the adversary model most applicable to the deployment scenario. As an example, assume that we have available the link trusts \( t_1, t_2 \in [0, 1] \), and node trust \( t_3 \in [0, 1] \). If we assume an environment where we have strong encryption, the concern for eavesdropping would be low, and we can set \( w_1, w_2 \) to be small. In the alternative scenarios where we have strong error correcting code used over blocks of data, we can tolerate reasonable packet loss. For such scenarios, we would not be concerned much with greyholes. Thus we can lower the weight to node trust, \( t_3 \), obtained from behavioral analysis.

However, such linear combinations are prone to manipulation by tweaking the output of a single detector. This has been highlighted by several works, e.g. [46].

2.6.2 Semiring Based Combination

In several scenarios, trust may be represented as a vector quantity, rather than a singular value. i.e.

\[
\mathbf{t} = (t_1, t_2, \ldots, t_N).
\]

Each component may have a special significance, based on the application or simply represent trust from different detectors. As we will discuss in Chapter 3 locally generated trust must be distributed through the network to obtain a global (or uniform) view. Distribution of the trust as a vector quantity may induce an undesirable overhead. Thus a typical strategy is to combine the trust components to obtain a
singular value, i.e.

\[ t_{tr} = f(t) = f(t_1, t_2, \ldots, t_N). \]

It should be noted that though such a strategy is useful to conserve bandwidth, we lose functional significance of individual components. Each component may be associated with a special rule for distribution, that is not aptly captured by such a combination.

As we discuss Chapter 3, the semiring based framework of [6], provides a robust mechanism for distribution of trust. This may be utilized to define combination functions that retain the properties of individual components, without the added overhead. Consider a node gathering the inputs from its neighbors to compute the trust of another node. Consider the neighborhood size \( L \) and the reports of the neighbors as \( \{t^1_{tr}, t^2_{tr}, \ldots, t^L_{tr}\} \), where

\[ t^i_{tr} = f(t^i) = f(t^1, t^2, \ldots, t^N). \]

We combine the reports using the semiring based method. We select the combination function to be in a class of functions, \( f(\cdot) \), such that

\[
\begin{align*}
t &= t^1_{tr} \oplus t^2_{tr} \oplus \ldots \oplus t^L_{tr} \\
&= \sum_{i=1}^{L} \oplus f(t^1_i, t^2_i, \ldots, t^N_i) \\
&= f \left( \sum_{i=1}^{L} \oplus t^1_i, \sum_{i=1}^{L} \oplus t^2_i, \ldots, \sum_{i=1}^{L} \oplus t^N_i \right).
\end{align*}
\]

Several functions may satisfy this. A trivial example is where \( f(\cdot) \) is the weighted sum of trust value where the sum is the semiring operation, i.e.

\[
f(t) = w_1 t_1 \oplus w_2 t_2 \oplus \ldots \oplus w_N t_N.
\]
2.6.3 Probabilistic Combination

We consider the scenario of binary detectors as illustrated in Table 2.3. Assume that the output of the detectors is represented as a trust confidence pair < \( t, c \) >, where \( t \in \{0, 1\} \) and \( c = (P_{fa}, P_{md}) \), i.e. the false alarm and missed detection probabilities. The false alarm and missed detection probabilities may be computed for each node based on controlled experiments or simulations for different scenarios.

We consider the scenario of a single type of attack in the network. Assume that a subset of the detectors \( \{D_1, \ldots, D_K\} \), is capable of detecting the attack. The intuition behind our combination strategy is as follows,

- Combined trust \( t = T_{\text{min}} \), if any of the detectors produces a violation.

- Starting with a fixed initial value, the confidence increases linearly for each packet that causes the same output as the previous packet.

- The confidence is bounded by a threshold determined by the probability of an attack, conditioned on the observations of detectors that have been violated. This is based on pre-computed performance of the detectors (probability of false alarm and probability of missed detection).

- Successive changes in the detector output resets the confidence value based on a rule.

We note that typically for invariant based detectors, the missed detection performance would be good, i.e. \( P_{md} \) would be 0 but the false alarm, \( P_{fa} \), may
depend on channel conditions. However, these parameters are more variable for statistical detectors, as they are not only dependent on channel conditions, but also on channel usage (traffic load).

For the current presentation, the basic assumption is that there is a single type of attack occurring in the network. Multiple attacks may be incorporated into the framework by definition of ‘composite attacks’. The maximum confidence threshold, $c_{th}$, from a subset of detectors is useful for two purposes; firstly it quantifies the accuracy of identification of the attack based on the detectors, and secondly it signifies whether each detector corresponding to an attack has fired. This may be used as feedback to adaptively adjust detector parameters and thresholds. We compute the confidence threshold, $c_{th}$ as

$$c_{th} = \P\left(\text{Attack} \mid \{D\} \right) = \sum_i \P\left(A_i \mid \{D\} \right).$$

(2.35)

Here, we have assumed that there is no coupling between the detectors, i.e. each detector performs as operating in isolation. These values can be pre-computed and stored as a lookup table. The basic method for updating the confidence is presented in Algorithm 1.

The vector *same* tracks the number of instances where the previous state of a detector matches the current state, and *diff* tracks the number of instances where the previous state is different. The threshold for comparison of $r$ can be either the probability of false alarm, or missed detection, depending on the current state. The basic idea behind such thresholding mechanism is to ensure that random failures do not have much influence on the trust value if these are below the detector
Algorithm 1 Evolution of confidence corresponding to detector behavior

Require: $K > 0$

\[ c \leftarrow c_{\text{min}} \]

\[ d(1, \ldots, K) \leftarrow \text{Initial Detector Readings} \]

\[ \text{same}(1, \ldots, K) \leftarrow 0 \]

\[ \text{diff}(1, \ldots, K) \leftarrow 0 \]

\[ \text{while true do} \]

\[ d_{\text{curr}}(1, \ldots, K) \leftarrow \text{Detector Readings} \]

\[ \text{if } d = d_{\text{curr}} \text{ then} \]

\[ c \leftarrow \min(c_{\text{th}}, c + \Delta); \quad \text{same} \leftarrow \text{same} + 1 \]

\[ \text{else} \]

Identify detector $i$ which has different output

\[ \text{diff}(i) \leftarrow \text{diff}(i) + 1 \]

\[ r \leftarrow \frac{\text{same}(i)}{\text{same}(i) + \text{diff}(i)} \]

\[ \text{if } r \leq \text{Threshold then} \]

\[ c \leftarrow c + \Delta \]

\[ \text{else} \]

\[ t = T_{\text{min}}; \quad c = c_{\text{min}} \]

\[ \text{end if} \]

\[ \text{end if} \]

\[ d = d_{\text{curr}} \]

\[ \text{end while} \]
performance thresholds. The increase and decrease parameter, $\Delta$, may be adjusted based on acceptable settling time. For the scenario considered by us, an increment value of $\Delta = 0.05$, yields good performance.

2.7 Discussion

In this chapter discussed methods for generation of trust. It is critical to view trust not as a single entity, rather as a composition of metrics derived from different layers. We emphasized the need to view trust from a perspective of ‘link’ trust and ‘node’ trust. This view is particularly useful in the mobility scenario, where the variations in ‘link’ trust occur at a faster time scale than ‘node’ trust.

We proposed novel methods to derive link trust using physical layer techniques. To the best of our knowledge, this was the first attempt to generate trust metrics from the physical layer. This provides a unique perspective and robust metrics, which can significantly enhance the security of our overall framework.

Further, we described some of the key approaches to generate ‘node’ trust in literature. We note that though state based trust is an intuitive method of describing behavioral trust, it induces a rigid structure. However, as we discuss in the future work, such a structure can be removed by defining relative trust based on comparison of state machines of nodes with respect to each other, rather than the ideal protocol.
Chapter 3: Distribution of Trust

3.1 Overview

In the previous chapter we proposed methods for generation of trust and combination of trust metrics from various layers. However, as we had observed, trust metrics are typically based on local observations. This presents two issues, namely incompleteness and uncertainty. Firstly, each node has information only about its current neighbors. Even the information obtained may be corrupted due to malicious actions by the adversary. Secondly, due to the randomness in observations introduced by the wireless channel, the trust value for the same node evaluated by different neighboring nodes may be significantly different.

Schemes that utilize trust to provide security guarantees in a network, typically require a global and uniform view of trust at each node. In this chapter, we study methods to distribute the locally generated trust throughout the network. As seen from the previous chapter, trust evaluation at a node occurs at a small timescale, typically the duration of a few packets. For several schemes, e.g. trusted routing, inconsistent or stale information can lead to severe degradation in performance. An example is the potential formation of loops in trust-based OLSR schemes.

Thus, to be effective, trust distribution schemes require fast and frequent prop-
agation of information. This may induce significant overhead in network traffic. Thus, we need to ensure that trust distribution is achieved with minimum overhead and in a completely distributed manner. Several solutions to this have been proposed in literature. In this chapter, we analyze some previous work for a few network topologies and propose enhancements.

3.1.1 Our Contributions

Our contributions in this chapter can be summarized as follows,

- We use realistic military scenarios to evaluate the effectiveness of existing schemes proposed in literature. We focus on the semiring based framework proposed in [6], using different instantiations of semirings.

- We propose rules to combine trust in context of both semiring based approaches, and deviation from semiring based methods.

- We validate the advantage by our methods via simulations for different scenarios.

3.1.2 Organization

The rest of this chapter is organized as follows. In Section 3.2, we describe the prior work for distribution of trust in ad-hoc networks. In Section 3.3, we describe the system using the semiring based distribution. We propose the modifications to the semiring framework in Section 3.4, and demonstrate the validity of our algorithms via simulations.
3.2 Prior Work

3.2.1 Semiring Based Framework

Several methods have been proposed for distribution of trust in an ad-hoc network. We describe a few relevant works in Section 3.2.2. Here, we discuss the semiring based framework proposed in [6,7]. We utilize this framework as the basis for our trust distribution experiments. Here, we elaborate the important aspects of the problem formulation in [6]. For details and examples, the reader is encouraged to read [6] and [7].

Consider the network to be represented as a graph $G(V, E)$. The set $V$ denotes the set of nodes in the network, and $E$ denotes the edges (communication links). The trust inference and distribution problem is viewed as a generalized shortest path problem on a weighted directed graph. The weight on an edge corresponds to the trust between the two connected nodes, represented by the weight function $f : V \times V \rightarrow T \times C$. We observe that this corresponds directly to the trust and confidence mapping discussed in Chapter 2.

The trust semiring is defined as an algebraic structure $(S, \oplus, \otimes)$, where $S$ denotes the set of elements, and $\oplus, \otimes$ are binary operators. In our case, $S = T \times C$. The operator $\otimes$ is considered as the operator acting along the path, and $\oplus$ is considered as the operator across paths. The trust semiring is defined to be an ordered semiring with respect to the operator $\preceq$ as follows,

$$a \otimes b \preceq a, b \quad \text{and} \quad a, b \preceq a \oplus b,$$
where \( a, b \in S \). Further, the semiring is defined to be idempotent, i.e. \( \forall a \in S : a \oplus a = a \).

### 3.2.2 Alternate Methods

Though the semiring based framework was the first attempt to capture the distribution process with a formal model, we mention a few notable efforts in this direction.

In [47], first-hand observations are locally exchanged between neighboring nodes. Assume \( i \) receives from \( j \), evidence about \( k \). First of all, \( i \) adjusts his opinion for \( j \), based on how close \( j \)'s evidence is to \( i \)'s previous opinion about \( k \). If it is not closer than some threshold, the new evidence is discarded, and \( i \) lowers his opinion about \( j \). Otherwise, \( i \) increases his trust for \( j \), and the new evidence is merged with \( i \)'s existing opinion for \( k \).

In [48], a group \( Q \), of users, is selected, and they are asked to give their opinion about a certain target node. The end result is a weighted average of their opinions and any pre-existing opinion that the initiator node may have. One possible selection for the group \( Q \) is the one-hop neighbors of the initiator.

In the EigenTrust algorithm [49], nodes exchange vectors of personal observations (called local trust values) with their one-hop neighbors. Node \( i \)'s local trust value for node \( j \) is denoted by \( c_{ij} \). These trust values are normalized (\( \forall i : \sum_j c_{ij} = 1 \)). Each node \( i \) calculates global trust values, \( t_{ij} \), for all other nodes \( j \) by the following iterative computation: 

\[
t_{ij}^{n+1} = \sum_k c_{ik} t_{kj}^n, \text{ where } t_{kj}^0 = c_{kj}.
\]
3.3 System Description

We consider a system $\mathcal{N}$ of $N$ nodes distributed randomly, where for our scenario $N < 100$. We consider the nodes to be equipped with detectors $\{D_1, \ldots, D_K\}$, which may represent both node and link based trust indicators. Each node $i$ monitors the conditions for its neighborhood $\mathcal{N}_i \subset \mathcal{N}$. We utilize methods in Section 2.6 to generate a combined estimate of trust and confidence for each of the neighbors, i.e.

$$\forall j \in \mathcal{N}_i : \quad <t^d_{ij}, c^d_{ij}> \in T \times C.$$ 

The superscript $d$ denotes the trust and confidence values as a result of the detectors. Each node maintains a table

$$T_i = \{ <t_{ij}, c_{ij}> : j \in \mathcal{N} \setminus \{i\} \},$$

of computed trust values for the network. Further, each node maintains a list of unprocessed updates

$$U_i = \{ <t^u_{kj}, c^u_{kj}> : k \in \mathcal{N}_i \cup \{i\}, j \in \mathcal{N} \},$$

where

$$<t^u_{kj}, c^u_{kj}> = \begin{cases} 
< t^d_{ij}, c^d_{ij} > & k = i \\
< t_{kj}, c_{kj} > & k \neq i 
\end{cases}.$$

Each node maintains two timers, $\Delta t$ and $\Delta u$, corresponding to table broadcast and update processing respectively.

Upon expiration of the broadcast timer, i.e. every $\Delta t$, node $i$ broadcasts its trust table $T_i$ to its neighborhood $\mathcal{N}_i$. Upon receiving the broadcast, a node $j \in \mathcal{N}_i$
adds the received updates to the update list. To reduce overhead, we assume there is no acknowledgement corresponding to the broadcasts, i.e. neighboring nodes may arbitrarily miss broadcasts. However, we assume that the broadcast is integrity protected (using a CRC), such that a node can silently drop a corrupted received update. Essentially, this ensures that we exclude adversaries that attack the propagation scheme by manipulation of the data.

Upon expiration of the update timer, i.e. every $\Delta u$, the node processes its update list $U_i$ based on the semiring rules highlighted in Section 3.3.1. We assume no synchronization between the two timers. Further, there is no implicit assumption on the relation between $\Delta t$ and $\Delta u$. However, to minimize overhead, it is reasonable to consider only the scenarios where $\Delta u = \Delta t$, i.e. the update process runs once every transmission period.

### 3.3.1 Usage of Semiring

We utilize the distance semiring, from [6], to process the updates. Based on the notation in 3.2.1 we define the path operation of the distance semiring. Consider node $i$ to compute the trust of $j$. Let $\mathcal{P}$ denote the set of paths between $i$ and $j$. Consider a sample path $p \in \mathcal{P}$, where $p = \{(i,n_1),(n_1,n_2),\ldots,(n_m,j)\}$. We use the notation $(n_1,n_2)$ to denote a link between nodes $n_1,n_2 \in \mathcal{N}$, i.e. $(n_1,n_2) \in E$. The node $i$ computes the trust for node $j$ as,

$$ t_{ij} = \bigoplus_{p \in \mathcal{P}} t(p), \quad \text{where} \quad t(p) = \bigotimes_{e \in p} f(e). \quad (3.1) $$
For our case, we utilize the definition of $\oplus$ and $\otimes$ as follows,

\[
< t_1, c_1 > \otimes < t_2, c_2 > = < t_1 \times t_2, c_1 \times c_2 >, \tag{3.2}
\]

\[
< t_1, c_1 > \oplus < t_2, c_2 > = \begin{cases} 
  < t_1, c_1 > & c_1 > c_2 \\
  < t_2, c_2 > & c_1 < c_2 \\
  < \min(t_1, t_2), c_1 > & c_1 = c_2
\end{cases}. \tag{3.3}
\]

We note that the distributive and associative properties of the semiring allow us to utilize this in a distributed manner, as denoted in Algorithm 2. The Algorithm is run every time $\Delta u$ expires. The basic idea is that at each step, we process the update using the $\oplus$ operator after weighing it with the trust of the reporting node. In case there is no prior information about a reporting node, we weight it by $< t_{\text{unknown}}, c_{\text{unknown}} >$ which can be fixed empirically. For typical scenarios, we configure the node as either highly trusted or untrusted but with a low confidence. This can be tuned based on the application.

In scenarios where the trust value for a node $j$ was not reported by any neighbor, we use a forgetting function, $f_\alpha(\cdot)$. The forgetting function, as the name suggests, is used to weigh historic opinion of nodes that are no longer in range or the other nodes. This ensures that stale information has reduced priority during usage of the trust metrics. For our scenarios, we define the forgetting function as

\[
f_\alpha(< t, c >) = < t, \alpha \times c >, \quad \text{where } \alpha = \begin{cases} 
0.95 & \text{Node trust} \\
0.7 & \text{Link trust}
\end{cases}. \tag{3.4}
\]

We observe that we use $\alpha$ to differentiate whether the trust component corresponds to the node trust or the link trust. Lower weight is assigned to link trust.
Algorithm 2 Trust distribution using semiring framework

\[ T_i^{\text{old}} = T_i \]

\[ T_i \leftarrow 0 \]

while \(< t_{ab}, c_{ab} >= \text{pop}(U_i)\) do

if \(T_i^{\text{old}}(a) \neq 0\) then

\[ < t_{tmp}, c_{tmp} >= < t_{ab}, c_{ab} > \otimes T_i^{\text{old}}(a) \]

else

\[ < t_{tmp}, c_{tmp} >= < t_{ab}, c_{ab} > \otimes < t_{\text{unknown}}, c_{\text{unknown}} > \]

end if

\[ T_i(b) = T_i(b) \oplus < t_{tmp}, c_{tmp} > \]

end while

for \(k = 1\) to \(k = N\) do

if \(T_i(k) == 0\) then

\[ T_i(k) = f_\alpha(T_i^{\text{old}}(k)) \]

end if

end for
in mobility scenarios as the environment changes rapidly. The value of $\alpha$ may be
tuned based on the application. We simply provide representative values useful for
our scenario.

3.3.2 Advantages/Disadvantages

The semiring based approach provides a robust framework for distribution of
trust. This has been analysed by the authors in [50]. Further, the fully distributed
nature of the algorithm ensures minimal overhead. Transmission of a singular trust
value is sufficient to convey complete information about a node.

However, as can be seen from the structure of the semiring, for longer paths,
the overall $<t,c>$ values decrease rapidly. Intuitively, this is clear, since as we
move further from the source, we would expect the trust and confidence to decrease.
However, the limitation of the semiring approach arises from its structure as a path-
problem. The distance computation is reliant on selection of a single path to the
destination. We argue, that the existence of multiple paths should intuitively yield a
higher confidence metric. Thus, intuitively, the number of paths should be included
as a compensation factor in computation of the destination trust.

This however does not adhere to the semiring structure as presented earlier. In
the next section, we use the current algorithm with local modifications to improve
the performance in long paths (multi-hop scenario).
3.4 Deviation from Semiring Approach

We deviate from the semiring framework in two aspects. Firstly, we define the notion of recommendation trust, different from the behavioral aspects of a node. In the semiring based approach, we had assumed that a node with ‘good behavior’ always reports accurate values, and correspondingly, a node with ‘bad behavior’ always reports incorrect values. While this may be true in the steady state scenario, where the number of malicious adversaries is low, it cannot be assumed to be true in general. Intuitively, the readings reported by a node are a function of its neighborhood, and may not be based on its true behavior.

Secondly, we modify the combination method across paths (equivalent to the $\oplus$ operation in the previous scenario), to account for number of paths.

3.4.1 Recommendation Trust

We define recommendation trust as a local value that the node maintains about the quality of inputs received from its neighbors in the past. Intuitively, this denotes how aligned were the readings reported by a node with readings reported by other nodes. Consider a node $i$ receiving the update table from node $j$, i.e. $T_j$. Assume that $R_j$ denotes the set of values reported by $j$, i.e. $R_j = \{ k \in N \mid T_{jk} \neq 0 \}$. Post completion of the update step by node $i$, we compute two quantities for node $j$, aligned reports (AR), and misaligned reports (MR), based on Algorithm 3.

Intuitively, we compute the number of reports by $j$ that align with the final verdict. The precise definition of alignment of a report may be based on the appli-
Algorithm 3 Computing aligned and misaligned reports for node $j$ by node $i$

Require: The table reported by $j$ $T_j \neq \emptyset$

MR = 0, AR = 0

for $k \in R_j$ do

$\langle t, c \rangle = T_j(k)$

if $t$ and $t_{ik}$ trusted then

$AR \leftarrow AR + 1$

else if $t$ and $t_{ik}$ untrusted then

$AR \leftarrow AR + 1$

else

if $c$ is high then

$MR \leftarrow MR + 1$

end if

end if

end if

end for
cation. Typically, we use $t \leq t_{th}$ to determine trusted-vs-non trusted scenario. Thus the alignment policy would be based on a similar threshold. Similarly, the threshold for declaring the confidence as high may be determined based on the application. We ensure that node $j$ is penalized only if it reported an incorrect trust value with high confidence.

The quantities $AR$ and $MR$, are the number of reports that were good or bad respectively. We use two methods to modify the recommendation trust for $j$, i.e. $t_{ij}^{r}$.

Firstly, a simple linear increment and decrement of the trust is shown in Algorithm 4. The step-size for increment and decrement can be independently selected and tuned on the basis of the application scenarios.

**Algorithm 4** Linear changes to recommendation trust

$$r = \frac{AR}{AR + MR}$$

if $AR > MR$ then

$$t_{ij}^{r} \leftarrow t_{ij}^{r} + r\Delta_{rec}$$

else

$$t_{ij}^{r} \leftarrow t_{ij}^{r} - (1 - r)\Delta'_{rec}$$

end if

An alternative, as outlined in Algorithm 5, is to increase and decrease recommendation trust in an exponential manner. This method provides some useful properties applicable to our scenario. If the original trust is high, it decreases (or increases) slowly when a few values are not aligned (or aligned). However, when the initial trust is low, the changes are more rapid. This penalizes consistent violators.
Algorithm 5 Exponential changes to recommendation trust

\[ r = \frac{AR}{AR + MR} \]

\[
\text{if } AR > MR \text{ then}
\]
\[ \delta = \frac{3}{2} - r \]
\[
\text{else}
\]
\[ \delta = 2(1 - r) \]
\[
\text{end if}
\]
\[ t_{ij}^r = (t_{ij}^r)^\delta \]

and increases the trust faster in case of improved behavior.

The primary purpose of recommendation trust is to capture the quality of recommendations by the neighbors about nodes that are far away. Thus, we do not apply recommendation trust to reports about immediate neighbors, or two hop neighbors. The assumption is that a neighbor reporting incorrectly about its one-hop neighbor, is due to malfunctioning detectors. Thus we apply the recommendation trust as follows,

\[ T'_{jk} = < t'_{jk}, c'_{jk} > = < t_{jk}, c_{jk} \times t_{ij}^r >, \quad \forall k \notin \mathcal{N}_j. \]

3.4.2 Trust Across Multiple Paths

To demonstrate the problem in the semiring based method for combining multiple recommendations, we consider the following simple example. Consider a node \( i \) with three recommendations about a node \( j \) from its neighbors, \( T_{aj} = < 0.7, 0.7 >, T_{bj} = < 0.4, 0.5 >, T_{cj} = < 0.3, 0.6 >. \) Based on the semiring method for combi-
nation, \( T_{ij} = T_{aij} \oplus T_{bij} \oplus T_{cij} = < 0.7, 0.7 > \), i.e. the node is trusted with a high confidence. However, intuitively, as majority of the nodes report it as untrusted, it should be flagged as either untrusted with a high confidence, or trusted with a very low confidence.

Thus we propose a majority based scheme for combining inputs about a node from multiple paths. The structure of the scheme is illustrated in Algorithm 6. We assume that the threshold for classifying a node as trusted is \( t_{th} \), i.e. \( t \leq t_{th} \).

The basic intuition is to compare the combined confidence of all reports that claim the node to be trusted with all the reports that claim the node to be untrusted. Intuitively, this compensates for not only the number of paths, but also the quality of the reports.

A few important features of Algorithm 6 are,

- We consider the overall computed trust as the weighted combination of the trusted (or untrusted) reports.

- The resulting confidence is not only computed based on the confidence of the selected partition, but also based on the weight of the other partition. This ensures that if the partitions are similar in weight, we do not give too much advantage to one case.

- We define a bias factor \( \alpha \). In typical scenarios, the value of \( \alpha = 1 \). However, if cases where we assume no badmouthing, i.e. the low trust reports occur only due to detectors, we can select \( \alpha > 1 \). This intuitively, favors the case of mistrust and lowers the probability of missed detection. The exact value of \( \alpha \)
Algorithm 6 Combination of reports across paths

Computing node:  $i$

Target node:  $j$

$HT, NT, c_{HT}, c_{NT}, t_{HT}, t_{NT} \leftarrow 0$

for $k \in N_i$ do

< $t, c >= T_k(j)$

if $t \geq t_{th}$ then

$HT \leftarrow HT + 1$

$c_{HT} \leftarrow c_{HT} + c, \; t_{HT} \leftarrow t_{HT} + t \times c$

else

$NT \leftarrow NT + 1$

$c_{NT} \leftarrow c_{NT} + c, \; t_{NT} \leftarrow t_{NT} + t \times c$

end if

end for

if $c_{HT} > \alpha \times c_{NT}$ then

$t_{ij} = \frac{t_{HT}}{c_{HT}}, \; c_{ij} = \left(\frac{c_{HT}}{HT}\right)^{1.5 - \frac{HT}{HT+NT}}$

else

$t_{ij} = \frac{t_{NT}}{c_{NT}}, \; c_{ij} = \left(\frac{c_{NT}}{NT}\right)^{1.5 - \frac{NT}{NT+NT}}$

end if
can be tuned based on the desired probability of missed detection.

We note that an alternate method for selection of the trusted-vs-non trusted partition may be to utilize the average confidence of both partitions, rather than the cumulative confidence. Thus, we declare the node as trusted, only if \( \frac{c_{HT}}{|S_{HT}|} > \frac{c_{NT}}{|S_{NT}|} \).

The choice of the rule depends on the scenario. One may work better than the other depending on the range of confidence values. The comparison of averages implicitly assumes that detectors, upon firing, will produce a very high confidence value.

Trust Across Multiple Paths - For Minority Voting

For certain critical scenarios, we have the requirement that a minority number of detectors reporting violations should be given consideration. Any scheme that satisfies such a requirement will be vulnerable to the bad-mouthing attack. Thus we assume that in our scenario, there is no bad-mouthing. We modify the Algorithm 6 in the following two ways

- Rather than comparing the confidence of the two partitions, always consider the untrusted partition. This reduces the rate of missed detection, at the expense of a high rate of false positive.

- If the confidence value of the untrusted partition was already higher, follow the above protocol. Otherwise, update the combined confidence as \( c_j = \left( \frac{c_{NT}}{|S_{NT}|} \right)^{2} \times \frac{g_{NT}}{|S_{HT}| + |S_{NT}|} \). This ensures that though we flagged the node as untrusted, the confidence value is sufficiently lowered to reflect the smaller number of negative reports.
3.4.3 Trust Across Multiple Paths: Linear Case

The rapid increase and decrease in confidence value, due to the use of an exponential function, can be an advantage for rapid convergence to the steady state. However, this increases the resistance of the network to change in the trust value, i.e. transition of a node from trusted to untrusted case, or vice-versa. To alleviate this effect, similar to the scenario of recommendation trust, we utilize a linear increase (or decrease) in the confidence values, based on whether the reports align (or not).

Assume that node $i$ computes the trust for a node $j$, based on the reports from the neighborhood $\mathcal{N}_i$. Below, we illustrate the structure of new method and key differences from Algorithm 6.

- Based on the thresholding method in Algorithm 6, partition the set of neighbors $\mathcal{N}_i$ into a trusted component, $\mathcal{H}_T$ and untrusted component, $\mathcal{N}_T$, such that $\mathcal{H}_T \cup \mathcal{N}_T = \mathcal{N}_i$.

- Consider $< t_{kj}, c_{kj} > = T_k(j), \ k \in \mathcal{N}_i$.

- Compute the confidence associated with each set, as $c_{HT} = \max_{k \in \mathcal{H}_T} c_{kj}$. Similarly, obtain $c_{NT} = \max_{k \in \mathcal{N}_T} c_{kj}$.

- If the current state is trusted, i.e. $t_{ij} > t_{th}$, we prioritize a low trust value. i.e. set the current state to low if $c_{NT} > \alpha_L \times c_{HT}$.

$$t_{ij} = T_{LO} \text{ and } c_{ij} = c_{NT} \text{ if } c_{NT} > \alpha_L \times c_{HT},$$

otherwise $t_{ij} = T_{HI}$ and $c_{ij} = c_{HT}$.
• If the current state is untrusted, i.e. \( t_{ij} \leq t_{th} r_j \), we prioritize a high trust value. i.e. Set current state to low if \( c_{HT} > \alpha_H \times c_{NT} \).

\[
t_{ij} = T_{HI} \text{ and } c_{ij} = c_{HT} \text{ if } c_{HT} > \alpha_H \times c_{NT},
\]

otherwise \( t_{ij} = T_{LO} \) and \( c_{ij} = c_{NT} \).

• The above rule is not applied if \( c_{HT} \) corresponds to a detector output, i.e. the advantage for the transition from low to high is not given to detectors.

• We control the priority given to adversary (or transitions) by changing \( \alpha_L, \alpha_H \).

• For each report received, compare with the current verdict of \( t_{ij} \) (i.e. trusted or non-trusted)

if report aligns, set \( c_{ij} = c_{ij} + \delta_S \).

otherwise, set \( c_{ij} = c_{ij} - \delta_D \).

We note that in this algorithm, rather than computing the resulting trust as a weighted sum, we assign constant high or low values. This is relevant in scenarios where trust is expressed simply as either high or low. We argue this to be the case for majority of the detectors discussed in Chapter 2. Alternate methods of deriving the trust, similar to Algorithm 6 may be considered when this is not the case.

**Ping-pong effect**

Consider the scenario in Fig. 3.1. The nodes A and B evaluate the trust for node E based on recommendations from C and D. Consider a transition in the
state of $E$. Using the methods described so far, it may occur that the confidence value reported to $B$ by $A$ may be higher than those by $C$ and $D$. This prevents a transition in the state of $B$ and results in a ping-pong type of effect, wherein the opinion of $B$ about $E$ transitions every decision period from trusted to untrusted and vice-versa.

Figure 3.1: Example of the ping-pong effect

This may be seen as a result of our confidence adjustment. Intuitively, nodes closer to $E$ will always report the updated condition. Thus this requires a decreasing order of confidence along the path. We implement this via two adjustments as follows,

- Ensure that the recommendation trust $t'_{ij} < 1$ for all cases. i.e. the confidence always decreases along the path.

- Modify the existing confidence increment step during path consolidation, i.e. $c_{ij} = c_{ij} + \delta_S$ step. We increase $c_{ij}$ only if $c_{kj} > c_{avg}$, where $c_{avg}$ is the average of all aligned reports.
3.4.4 Simulation Results

We illustrate the performance of our proposed algorithms via NS2 simulations. Consider the scenario shown in Figure 3.2 with \( N = 50 \) nodes. The nodes are spread over a 2600 \( \times \) 2600 grid. The clusters, clearly visible in Figure 3.2, are well connected internally with a few links to the other clusters. We consider the scenario where \( \Delta t = \Delta u = 30s \).
For our simulations, we utilize a binary trust scenario, where the combined trust of all the detectors can be represented as a binary value. We consider $T_{LO} = 0.1$ and $T_{HI} = 0.9$. We consider the confidence to be in the range $c \in [0.05, 0.95]$. As discussed, we bound the maximum value of the reputation trust $t_{ij}^r < 0.85$. We utilize an advantage value of $\alpha = 0.8$ for both transitions.

We consider the scenario where a single node is compromised. We assume that there is a single type of attack in the network. We note that even in case of multiple attacks, we do not expect changes in the overall result if the detector performance remains consistent. For rest of the simulations, we assume that node $N_{44}$ is compromised, unless otherwise mentioned. The performance of the scheme is highly dependent on the choice of the compromised node. We select $N_{44}$ as it enables us to consider extreme scenarios. As $N_{44}$ is a boundary node of the largest cluster, we are able to observe both a bottleneck links (single link out to other clusters), and group behavior (inertia of the large cluster).

We consider in different scenarios, a subset of the neighboring nodes detects the compromise. We evaluate the performance of our scheme by monitoring the spread of mistrust for $N_{44}$.

We illustrate in Fig. 3.3 the simulation results for the scenario with exponential variation in confidence. We consider the scenario where $N_{44}$ transitions from being a trusted node to an untrusted node. As illustrated in Figure 3.3(a), we consider the case when a subset of the detectors detect the compromise, namely $\{N_4, N_{14}, N_{30}, N_{41}\}, \{N_{43}, N_{47}, N_{49}\}, \{N_{47}\}, \{N_5\}$. We see that the speed of spread is highly dependent on the number and placement of detectors selected. For the
Figure 3.3: Trust evolution with attack scenario on Node 44 (a) Attack begins after round 9 (b) Attack begins after round 9 and stops after round 50.
singular case of $N_5$ and $N_{47}$, we observe that the spread of the mistrust is limited only to the clusters that they are located in. We can view this as a case of the ‘virtual wall’, where one node attempts to alter the opinion of a large body in agreement with each other. Thus it is clear that for such minority scenarios, the scheme performs sub-optimally.

![Figure 3.4: Trust evolution using alternate method of combination across paths. Adversary Node 0 (detectors 2 3 4); attack stops at round 32.](image)

In Figure 3.3(b) we consider a single scenario, but we assume that at round 50, the node $N_{44}$ transitions back to a trusted node (say due to a reboot). We see that if more than 3 nodes detect the transitions, both of the transitions are successfully completed in a short time ($\sim 12$ rounds).

In Figure 3.5 we illustrate the use of linear increase/decrease in confidence. It can be observed from Figure 3.5(a), even for the scenario that had good performance
in the previous case (3 detectors), we see the existence of the ping-pong effect here.
Though this does not change the behavior of the propagation algorithm, it causes
an unacceptable delay, that might not be acceptable in most scenarios.

In Figure 3.5(b) we consider the scenario where the node $N_0$ is compromised.
The goal of using a corner node is to highlight the significance of the bias factor $\alpha$.
Firstly, we consider the scenario where we bias our algorithm to detect an attack,
i.e. increase the probability of false alarm. It is clear from Figure 3.5(b) the bias
prevents the negative-to-positive transition of $N_0$ from being propagated into the
network. This can be a bottleneck in scenarios where the node is repaired and
re-deployed in the network.

To accommodate this, we utilize the dual threshold as illustrated in the linear
combination scenario. In this, the bias is always applied to the act of transition
(both directions), rather than a single transition. As illustrated in Figure 3.4, this
enables quick recovery of the reputation in the network.

3.5 Discussion

In this chapter, we considered the distribution of locally observed trust in the
network, to arrive at a uniform view. We considered the semiring based framework
for trust propagation. This allows formalization of the distribution problem for a
wide variety of cases. However, as it is based on the shortest path problem, it fails
to address issues of degradation of reputation along a path, even in cases of multiple
reputations in agreement.
Figure 3.5: Trust evolution (a) Using average confidence for comparison and no positive reinforcement (adversarial node 44) (b) Adversarial node 0 (detectors 2,3,4), attack stops at round 50.
We proposed alternate methods to distribute trust, that prevent the rapid decay of reputation. We highlighted the parameters and functions that can be tuned based on the scenario. This was further demonstrated via simulations on a 50 node scenario. However, this also supports our initial view that due to the broad range of topologies and applications, it is difficult to develop universally applicable schemes. Tuning parameters prior to deploying a network is not always feasible.

Thus it may be an advantage to develop methods to utilize trust without global consensus or distribution. Though such techniques may exhibit a lower performance due to the randomness associated with trust generation, it prevents us from the cycle of deploying and tuning distribution schemes. Further, it significantly reduces traffic overhead, which to a certain extent, may compensate for the lost performance. We demonstrate such schemes in context of secure routing in Chapter 4.
Chapter 4: Usage of Trust

4.1 Overview

In the previous chapters, we investigated the problems of generation and distribution of trust. Since we consider trust to be a measure of the adherence of a node to the given protocol, our discussion would be incomplete without consideration of methods to avoid adversarial behavior based on the evaluated trust.

One of the primary advantages of evaluating adversarial behavior using trust, is that it provides a mechanism to view the adversarial influence on specific components, rather than then entire system. This provides significant advantage in system recovery. Firstly, the recovery mechanism can be restricted to a small set of malicious or compromised components, rather than the entire system. A minimal change ensures a quick recovery time for the system. If the evasion scenario requires modifications that extend through the network and yield a lower performance metric, a small change would typically ensure minimal degradation in performance.

Secondly, recovery mechanisms developed for a particular component can be reused across multiple systems that utilize that component. Reuse of a robust component across multiple designs significantly decreases the probability of missed errors. Further, this aligns well with the ‘system theoretic’ design, intended for
complex systems of today.

In this chapter, we consider utilization of trust to enhance the robustness and security of routing schemes in ad-hoc networks. We propose a scheme to utilize the trust metric in a completely distributed manner. Though we had developed an efficient framework for distribution of the trust values, we observe that it may not always be feasible to rely on a global consensus prior to making routing decisions. Due to its distributed nature, our scheme works particularly well in context of point-to-point trust relationships, such as link-trust developed in earlier chapters. We may, in fact, consider our scheme as a method to increase the robustness of utilization of neighborhood information by a node. Thus, it applies to a variety of routing schemes that prioritize the role of neighborhood information.

Routing protocols for ad-hoc networks may be classified as proactive, e.g. OLSR [51], DSDV [52], BATMAN [53], or reactive, e.g. AODV [54], DSR [55]. An alternate classification may be on the basis of the information required and maintained by each node, i.e. link state protocols vs. distance vector protocols. We typically consider the scenario of reactive protocols for our purpose. However, as we will demonstrate, in certain cases (e.g. BATMAN), we can apply our scheme to proactive protocols as well.

In distance vector protocols such as AODV and BATMAN, the routing table state is based only on the immediate neighborhood of a node. Thus, the role of the neighbors cannot be undermined. Even in some link state protocols such as DSR, where routing decisions are based on knowledge of the entire path, the process of acquisition of path knowledge may rely on neighborhood information based decisions.
by the intermediate nodes. Thus, as we demonstrate, our proposed method applies to a variety of routing schemes. We discuss this in context of AODV, DSR and BATMAN.

4.1.1 Our Contributions

Our contributions in this chapter can be summarized as follows,

- We propose a framework to utilize point-to-point trust for secure routing. Our framework does not rely on methods for trust distribution or consensus of global trust values.

- We demonstrate that our scheme is sufficiently generic, and can apply to a variety of existing routing protocols with minimal modifications.

- We highlight scenarios where the partial ordering of the paths based on trust, as achieved by our scheme, can be used to dynamically select paths based on the type of packets.

4.1.2 Organization

The rest of this chapter is organized as follows. In Section 4.2, we describe the prior work for routing in ad-hoc networks, and the placement of our scheme. In Section 4.3, we describe the adversarial models and system assumptions. We describe our scheme in Section 4.5. We verify our claims by simulations in Section 4.7.
4.2 Prior Work

The issue of ensuring security in routing for ad-hoc networks has received significant attention by the research community for over a decade. The research spans over several different protocols, network configurations, and assumptions. The broad class of adversaries and protocols has led to customized security methods for different configurations. An excellent overview of some of the threats and countermeasures can be found in [56] and [57].

Broadly speaking, the prior work can be viewed as utilizing cryptographic primitives to ensure integrity of the route establishment methods, or utilizing trust as a QoS metric to ensure that the selected paths have trust greater than the desired threshold. In certain cases, such as SAR [58], a combination of both the methods is used.

We enumerate a few important methods from literature. It is important to note that most of these schemes are designed for specific protocols and adversaries, rather than as generic methods.

4.2.1 Cryptographic Approaches

A large class of schemes aim to provide confidentiality and integrity protection to the messages used to establish and manipulate routes in the network. These schemes typically provide security by the use of cryptographic primitives such as symmetric or asymmetric encryption, signatures, one way functions. A few examples include Aridane [59], SEAD [60], ARAN [61], SAR [58].
Though these protocols provide provable guarantees, they are applicable to only to fixed protocols and attacks. Several external attacks such as wormholes, greyholes, and rushing attacks may not be effectively prevented by such schemes. For example, Aridane [59], authenticates messages using shared keys. However, it cannot detect or prevent adversaries that silently forward packets (relays) or selectively drop packets (wormholes, greyholes).

Further, these schemes typically rely on existing cryptographic infrastructure, e.g. Public Key Infrastructure (PKI), which may be unrealistic in ad-hoc settings. For example, ARAN [61] requires an existing certificate infrastructure to ensure authenticated route discovery and maintenance.

Additionally, cryptographic operations typically incur significant computational and energy overhead, undesirable for small devices. Even in the symmetric setting, repetitive cryptographic operations can be a source of significant energy depletion. For example, schemes like SAR [58] require even intermediate nodes to perform encryption and decryption operations.

4.2.2 Trust Based Methods

Though cryptographic methods significantly increase the robustness of the schemes, they cannot be applied to a variety of adversarial models that result from behavioral attributes of the nodes. Examples of this include selfish forwarding behavior, selective dropping of data or control packets. Such adversaries require methods to monitor node behavior, and penalize deviations from the expected co-
operative protocol. Such schemes typically quantify the behavior of the nodes as a trust metric.

These schemes may be divided into two categories. In the first case, trust is viewed as a general QoS metric applied to QoS aware routing schemes. Such a method would be agnostic to method of generation of trust. An example is to apply trust as a metric for QoS guided route discovery, highlighted in [62]. However, such a scheme typically requires the source node to specify a QoS in advance and may require several iterations to identify a feasible path.

In the second case, trust is developed in context of specific routing protocols, e.g.: CONFIDANT [63], CORE [64], and watchdog based schemes [65]. The fundamental structure of such schemes consists of a method to monitor adversarial behavior and generate trust or reputation about the nodes, a method to distribute locally generated trust and a method to take action based on the trust value. As an example, we discuss the features of some of the schemes here.

Watchdog scheme, proposed in [65], forms the basis of trust generation in several methods. This relies on neighbors observing packet transmission and forwarding behavior of nodes to evaluate their reliability. Based on the structure of the protocol and assumptions on the network stack, the specific functionality monitored and the mapping to trust may differ.

CONFIDANT [63], is based on the assumption that the network layer uses DSR for routing. Each node acts as a watchdog and monitors the packet forwarding behavior of its neighbors to develop local trust. Nodes exchange local trust information to develop a global notion of trust. Upon detection of malicious behavior,
alarms are sent out to other nodes to warn the neighbors of potential problems. Routing paths are ranked based on the global reputation system.

CORE \cite{64}, presents a more general framework for evaluation of node behavior and composition of different metrics to obtain overall evaluation of the node. This broadly aligns with our discussion for generation, and combination of trust in the previous chapters. However it provides limited insight into the utilization of the obtained metric for secure routing.

Further, it should be noted that watchdog (or similar) schemes which form the basis of trust generation and evaluation in these methods are subject to attacks and adversarial manipulation. Several works, e.g. \cite{46}, have demonstrated that these methods suffer from several drawbacks, such as ease of manipulation, and hard thresholding. As an example, a node can circumvent the watchdog by dropping packets at a lower rate than the configured threshold.

4.3 System Assumptions

The primary contribution of this work is the utilization of derived trust to enhance security in existing routing protocols. For this reason, we rely on existing methodologies for deriving trust and certain assumptions about the routing protocol and underlying layers. We describe the necessary conditions for operation of our system.
4.3.1 Adversary Model

Our scheme utilizes trust metrics to manipulate routing parameters. Thus, we restrict our scheme to adversarial behavior appropriate for trust based methods. Using the terminology in [59], the primary attackers we consider are of the form Active-0-x, i.e.: the attacker controls $x$ external nodes and no nodes from the network. Such adversaries, though seemingly simplistic, cannot be prevented by cryptographic methods and thus one needs to rely on trust based methods. The objective of such an adversary is to become a part of maximum number of routes, using minimum resources. This enables the adversary to mount pervasive attacks that can degrade the performance of a large section of the network. For example, an adversary can selectively drop packets (greyhole), or waste resources of targeted nodes by causing significant activity through it.

We may also consider a subset of adversaries of form Active-y-x, i.e.: the attacker controls $y$ internal nodes of the network and $x$ total nodes. For such adversaries, we only address actions that are restricted to selfish behavior, i.e.: selectively forwarding traffic, or relaying large amounts of traffic to increase the relay payoff. As had been described in the previous sections, several methods exist to develop trust for such adversarial models. Selfish behavior is highly detrimental to the performance of the overall network as nodes rely heavily on other nodes for operation. For example, such attackers may launch greyhole attacks by readily participating in the control phase and selectively forwarding in the data transmission phase.
4.3.2 Routing Model

The advantage of our scheme is the requirement of limited network knowledge at each node. This makes our scheme particularly advantageous in networks where routing decisions are taken in a distributed manner. This is typically the scenario for on-demand routing schemes such as AODV [54], DSR [55], and TORA [66]. However, as we will discuss, proactive protocols such as BATMAN [53] also fit well within our framework. We note that since reactive schemes such as AODV adapt better to rapid topology changes and have a low overhead, they are preferred in ad-hoc networks.

In our proposed scheme, we manipulate the parameters of the link layer. For example, we artificially increase the propagation delay of untrusted routes to decrease the adversarial advantage. Thus, we require that the routing schemes are dependent on link layer performance for route selection. For example, a scheme may use congestion as a metric for route selection. We note that typical analysis for ad-hoc schemes utilizes a ‘graph-theoretic’ view of the network, thus utilizing hop-count as the optimization parameter. However, while such abstractions are useful, as we will demonstrate, practical realizations of the protocol utilize congestion as the optimization metric rather than hop-count.

4.3.3 Trust Model

Our scheme utilizes the notion point-to-point trust. We assume there are methods to reliably estimate the trust of a link or a communicating node. In our
scheme, the parameter decisions about a packet are made at the receiving node. Thus we assume that the receiver has methods to evaluate the trust in the link over which the packet was received and the trust value associated with the behavior of the sending node. As an example, we consider the methods in Chapter 2 (also [67,68]), to evaluate trust of the link, and methods in [46,65], to establish trust of the node.

For the given adversary models, our scheme is agnostic to the methods of derivation of trust. Thus we may assume that the trust metric is a combination of several different trust metrics, using any of the schemes highlighted in Chapter 2.

4.4 Routing Schemes

We present a brief description of some ad-hoc network routing schemes that our framework can be applied to. For detailed description of the schemes and performance results, the reader is encouraged to read the original proposals and descriptions in the provided references. Here we simply highlight the properties which demonstrate adherence of the scheme to our system assumptions in Section 4.3.2.

4.4.1 AODV

AODV [54], is a reactive protocol based on an existing proactive protocol, DSDV [52]. Consider a source $S$ having data to send to a destination $D$ with no known route. AODV works by sending a RouteRequest message to the destination. The RouteRequest message is relayed by intermediate nodes until it reaches either
the destination, or a node that has a valid route to the destination. The validity of the route is determined based on the destination sequence number requested by the source. The node with the valid path (or the destination node) replies to the \textit{RouteRequest} with a \textit{RouteReply} message. This message is unicast by the nodes along the reverse path established via \textit{RouteRequest} propagation.

During the forward propagation of the \textit{RouteRequest} message, each node sets up a reverse pointer to the node that relayed the message \textbf{first}. Any subsequent copies of the packet received by the node are silently discarded. It is important to note that this strategy establishes the \textbf{fastest} path to source. Ignoring the dynamics of the link layer, this corresponds to the least hop-count path. However, in an realistic network, based on the congestion, a packet may have to be retransmitted several times prior to successful reception by a destination. Thus an alternate view may be that the algorithm results in the \textbf{least congested} path to the destination. This observation is critical to our proposed scheme.

\subsection{DSR}

DSR \cite{55} is an on-demand protocol similar to AODV. In fact, since the development of DSR precedes AODV, we may consider AODV to be a combination of DSR and DSDV. Similar to the structure of the AODV protocol, to discover a path to a destination $D$, a source $S$ transmits a \textit{RouteRequest} message that is relayed by the intermediate nodes. DSR, however is a source routing protocol. Unlike AODV, rather than maintaining path pointers to the source, the intermediate nodes append
their ID to the RouteRequest message. Once the RouteRequest reaches the destination, or a node that has a route to the destination, the sequence of nodes embedded in the message is relayed back to the source via the RouteReply message.

To conserve bandwidth and prevent loops, DSR uses a duplicate packet rejection mechanism similar to AODV. An intermediate node upon receiving the RouteRequest message checks whether that packet has already been relayed by checking the source sequence number. Duplicate packets are silently discarded by the intermediate nodes. Thus similar to AODV, the fastest packet to reach an intermediate node, or one that travels the least congested route, determines the view of the source. This features enables application of our scheme.

4.4.3 BATMAN

Unlike AODV and DSR, BATMAN [53] is a proactive routing protocol. It is intended as a replacement to the OLSR protocol, [51], widely used in mesh and ad-hoc networks. Similar to AODV (and other distance vector protocols), nodes only maintain the directions (next hop) to forward the data, rather than tracking the entire path.

Each node periodically sends out a broadcast message (OGM) to inform the neighbors of its presence. This broadcast message is relayed by the neighbors to other nodes. This process continues till every node in the network has received the broadcast message. Each node keeps track of the link over which it received the broadcast message from a specific destination. The selection of the forwarding
neighbor may depend on several criteria such as the fastest received OGM (to denote the fastest link) or maximum number of OGMs received (to denote the most reliable link). The OGM messages are designed to be small (50 bytes) to ensure a low overhead.

Similar to AODV and TORA, for application of our scheme, the fastest route may be viewed as the least congested route in the network.

4.4.4 TORA

TORA [66] is a link-reversal type algorithm for reactive discovery of routing paths in an ad-hoc setting. Starting with an undirected graph view of the network, it constructs a directed acyclic graph (DAG) rooted at the destination. Each node maintains a metric known as the ‘height’, relative to each destination. Flow of packets occurs downstream, from ‘higher’ nodes towards ‘lower’ nodes. Each node maintains and updates its height based on a set of rules enumerated in [66]. However, unlike the previously considered algorithms, each node maintains heights of all the neighbors, not just the most optimal one. This provides redundancy for routing in case of link failures. For the application of our scheme to TORA, we consider ‘height’ to be a link layer parameter that can be manipulated based on trust. Though this metric is not as intuitive as the ‘congestion’ metric used for the other schemes, it serves as an interesting application of our scheme.

We note however that the performance of AODV and DSR exceed that of TORA for typical scenarios. Thus TORA is not a candidate for the next generation
of systems. We present the application of our scheme to TORA simply as an example to demonstrate the applicability to a diverse range of protocols.

4.5 System Description

The goal of our system is to identify ‘critical parameters’ of the network stack that influence the selection of the routes, and modify them as a function of the trust values. As discussed in previous sections, we focus on link layer parameters. However, it should be noted that the basic idea is applicable to other parameters in different network layers.

Our scheme operates in the control plane of routing protocols, by modifying the flow of route setup packets based on the trust value of nodes and links. We use the term ‘route setup packets’ loosely here to denote the packets that initiate the path setup procedure. For AODV, DSR, this corresponds to the RouteRequest packets, and for BATMAN, this represents the OGM packets. Define functions $f_i(t)$ such that,

$$f_i : \mathbb{T} \rightarrow \mathbb{R}, \quad s_i = f_i(t),$$

(4.1)

where $s_i$ represents a scaling factor for the critical parameters, and $\mathbb{T}$ represents the space of trust values. As an example, for the trust schemes in Chapter 2, we have $\mathbb{T} = [0, 1]$. Here, $t \in \mathbb{T}$ denotes the combined trust evaluation of link over which the packet was received and the node from which it was received.
4.5.1 Congestion as the Parameter

For the schemes sensitive to congestion, define two scaling factors based on $f_1(t), f_2(t)$, corresponding to delay and backoff window respectively. The behavior of a node receiving the route discovery packet is modified as follows:

- Upon receiving the route setup packet, the node waits for a constant time $s_1 = f_1(t)$ prior to broadcasting it.

- In case the node senses a packet collision or a busy channel, instead of a standard binary backoff, the contention window is modified as $CW_{new} = CW_{curr} \times s_2$, where $s_2 = f_2(t)$.

- If a node receives multiple packets of the same route discovery chain, before it has transmitted any packet, it maintains independent counters for each of them. The packet corresponding to the first expired counter is transmitted, while the rest are discarded.

- The source upon receiving several replies to the query utilizes the path corresponding to the first response.

The goal of the modifications is two fold. The constant delay creates a notion of local congestion, which is a function of the trust value. A highly trusted route would incur a lower delay, thus increasing the likelihood of being used. A less trusted route would incur a higher delay, decreasing the probability of use. This is a critical difference in our approach from others. We do not impose hard thresholds...
on trust to drop or forward packets. In schemes where such a decision process is used, the thresholds are typically based on policy. However, this is not efficient in all scenarios and may lead to fragmentation of the network. Our policy realizes a similar threshold dynamically, to ensure full connectivity.

The adjustment to the contention window increases the sensitivity to traffic congestion. The goal of the adversary is to be a part of the maximum number of routes. Even if the adversary succeeds in becoming a part of few routes, either due to lack of alternative options or the delayed evolution of trust metrics, the increase in sensitivity to traffic ensures that the number of paths it can influence does not grow much. The maintenance of independent counters ensures that in scenarios where short adversarial paths have common nodes with non-adversarial paths, the first two objectives are fulfilled.

In case an intermediate node has a valid cached path to the destination, we consider the following cases

- The node invalidates its existing path and forwards the route setup packet. This ensures that only the destination replies to setup requests.

  or

- For each valid path to a destination, the node maintains the delay corresponding to the initial route setup procedure. Prior to replying to a route setup packet, it waits for a time period corresponding to the stored delay. Both these operations achieve a similar result corresponding to the delay experienced by the route setup procedure. However, in the first case, we incur an overhead of
re-discovery of previously known paths. In the second case however, we require each node to maintain an extra table corresponding to delay values. We note that in dynamic networks, the validity period for each path is small, thus both scenarios perform similarly. However, for a relatively static network, we benefit from the overhead of storing a delay table.

Example scenario

Fig. 4.1 represents a typical MANET scenario. Well placed adversaries, $A_1, A_2$ can attract a large amount of traffic by advertising a shorter path. Consider the scenario where Node 1 initiates a route discovery for Node 18. As a route discovery packet travels through the adversarial link to Node 17, it holds the packet for a certain time prior to relaying it to Node 18. The objective of the scheme is to define a delay large enough to consider the alternate path, in this case $1 \rightarrow 2 \rightarrow 4 \rightarrow 6 \rightarrow 13 \rightarrow 15 \rightarrow 18$. In order to ensure such a scenario, it would require choosing
unreasonably large delay values for delay via a malicious node. This would however be inefficient as it increases the latency in all route establishment stages.

For a reasonable delay value, the probability that the adversarial path is selected in this scenario is high. However, once this path is selected for relaying traffic, by modifying the contention window, we ensure, that the resistance offered through Node 17, for the case of 9 → 19 would be larger, leading to decrease in the the probability of choosing the adversarial path.

Application to routing schemes

We describe influence of our scheme to the routing schemes described in Section 4.4. Intuitively, the delay of the untrusted paths is greater than that of the trusted paths. The extent of the advantage depends on the parameters and is discussed in Section 4.6.

Consider the AODV and DSR schemes. We divide our topologies into two scenarios. In the first case, we consider the existence of common node $N_c$ (distinct from the destination) between the trusted and untrusted path. The route request reaching $N_c$ via the untrusted path suffers a greater delay, and is hence silently suppressed by the node. This leads to selection of the trusted route.

In the second case, we consider that the two routes are distinct. Thus the source will receive both the paths as potential candidates. However, we ensure that the source uses only the first received path. The additional delay in the untrusted case ensures that the reply over the trusted path is received first.
For the BATMAN scheme, due to additional delay in the untrusted paths, the first packet received by any node will be through the trusted nodes. This follows directly from the design of the scheme.

4.5.2 Node Height as the Parameter

For the schemes where routing is sensitive to node height (i.e. TORA), we define a scaling factor $f_1 : \mathbb{T} \rightarrow [1, \infty)$, $e_i = f_1(t_i)$ corresponding to the scaling of the node heights. We use the notation from [66]. Each node maintains a table of the heights of the neighboring nodes as $HN_i = \{HN_{ij} \mid j \in N_i\}$, where $N_i$ is the communication neighborhood of $i$. Each $HN_{ij}$ is represented by a quintuple $HN_{ij} = (\tau_j, oid_j, r_j, \delta_j, j)$, where $(\tau_j, oid_j, r_j)$ is the reference level and the value $\delta_j$ represents the corresponding offset. We utilize the trust to modify the offset value with respect to the reference level. We modify the behavior of the node for route creation as follows.

- Each node maintains an additional entry in the height table corresponding to the penalty due to trust (or lack of) value of the transmitting node. Thus $HN_{ij} = (\tau_j, oid_j, r_j, \delta_j, \delta_j', j)$, where $\delta_j' = \delta_j + f_1(t_{ij}) = \delta_j + e_{ij}$. The value $\delta_j$ corresponds to the received offset from node $j$, and $t_{ij}$ represents the trust of node $j$ as evaluated by node $i$. We observe that this need not correspond to the global trust value. In fact, we assume it to represent the local link trust value.
• Ordering between heights is defined on the basis of $\delta'_j$ instead of $\delta_j$, i.e.

$$H_i > H_j \iff \left( (\tau_i, oid_i, r_i) \succ (\tau_j, oid_j, r_j) \right) \lor \\
(\tau_i, oid_i, r_i) = (\tau_j, oid_j, r_j) \land \delta'_i > \delta'_j).$$

• Upon receiving an update packet (UPD), the node updates its neighbor height table following the regular rules with the following exceptions.

  - If the route required flag ($RR_i$) is set, the node sets its height based on the trusted modified neighborhood height offset, i.e. $H_i = (\tau_j, oid_j, r_j, \delta'_j + 1, i)$, where $j = \arg\min_{j \in N_i} H_{ij}$.

  - The link direction is set on the basis of the offset without considering trust, i.e. regular comparison based on $\delta_j$. Node $j$ is upstream of node $i$, i.e. $L_{ij} = UP$ when

$$H_i \leq H N_{ij} \iff \left( (\tau_i, oid_i, r_i) \prec (\tau_j, oid_j, r_j) \right) \lor \\
(\tau_i, oid_i, r_i) = (\tau_j, oid_j, r_j) \land \delta'_i \leq \delta'_j).$$

  The condition of equality avoids formation of loops.

• To forward a received packet, the node selects the downstream link $L_{ik}$, where

$$k = \arg\max_{j \in N_i} (\delta'_i - \delta'_j),$$

i.e. the node with the largest height drop. This would correspond to the most trusted outgoing link for the node.

The procedures for maintenance and erasure of routes follow from [66]. We simply utilize the modified height table for these tasks. It should be noted that since route
maintenance procedure depends only on link direction, for all comparisons, we use $\delta_j$ and not $\delta_j'$.

The properties of the algorithm to find a loop free path follow directly from [66]. We observe, due to the ordering of downstream links while selecting the forwarding path, we ensure that at each step the most trusted path is selected. Similar to congestion based schemes, tradeoff analysis is based on the properties of $f_1(\cdot)$.

4.5.3 System Advantages

The usage of scaling functions provides significant advantages to our scheme over traditional threshold based schemes. Different functions provide an ordering of the paths based on trust. This may be seen as a degree of tradeoff between optimality and security of the path. This flexibility provides the network designer, or the sender, the capability to select appropriate operating point based on the application.

Such a framework can be leveraged further by considering a class of functions rather than a specific choice. Consider the example of congestion based functions $f_1(t)$ and $f_2(t)$. Rather than single instantiations of the functions, we consider a class of functions indexed by $i$ as $\{f_1^i(t), f_2^i(t)\}$. The index $i$ may correspond to different parameters of the same function or entirely different classes of functions. Based on the significance of the data, a sender may choose the operating point from the set of security-optimality choices, by specifying the index $i$ in the header of the RouteRequest packet. Thus senders in the network can individually tune the
network depending on particular applications.

In case where the functions $f_k(t)$ operate on vector parameters $t \in T = T_1 \times T_2 \times \cdots \times T_l$, the different indices $i$ may provide different methods of combination of the trust value. i.e. we may view $f = f' \circ g$, where $f'$ denotes the regular delay function and $g$ denotes the function to compose trust values (as discussed in Chapter 2).

As evident from the scheme, the malicious paths rather than being completely isolated, are unused by most of the paths. While such a situation may be unsuitable for several applications, it also provides an advantage. An ongoing flow of traffic, albeit of low frequency, provides means to monitor the link for change in trust status. This allows nodes that had been flagged earlier by mistake to be incorporated into paths at a later time. Such a recovery mechanism can be a significant asset in scenarios where the trust value is not stable initially.

We also observe that since our system is based on relative values of trust between different paths, it is very useful in initial phases of trust establishment, when trust values have not converged. In such situations, schemes based on hard threshold can have severely degrading performance.

### 4.6 System Performance

We describe the selection of the parameters for the system and the corresponding overheads. We discuss this in context of using congestion as the parameter of choice. As we had discussed earlier, the usage of the height parameter is simply
to demonstrate the generality of our scheme. Similar logic can be applied towards
determination and analysis of functions corresponding to node heights.

4.6.1 Selection of Functions

The performance of the scheme and the overhead introduced are highly depen-
dent on the choice of the functions $f_1(\cdot)$ and $f_2(\cdot)$. We consider candidate functions
for $f_1(\cdot)$ over a set of continuous functions such that

- $f_1(\cdot)$ is a strictly decreasing function.
- $f_1(0) = D_{\text{max}}$, $f_1(1) \approx 0$, where $D_{\text{max}}$ represents the maximum penalty for an
  untrusted link.
- $f'_1(\cdot)$ is small for very large or very small values of $t$, where $f'_1(\cdot)$ represents the first
derivative of $f_1$. This decreases the relative penalty difference for highly trusted
  or highly distrusted links. The goal is to ensure that the former incur less penalty
  and the latter incur a high penalty.

We may use similar criteria to determine the function $f_2(\cdot)$. We present specific
examples of the functions $f_1(\cdot)$, suitable for our application in section 4.7.

4.6.2 Variation of Trust

Based on the assumed trust model, we obtain $t \in [0, 1]$. Ideally, the trust
evaluation scheme would be designed such that in steady state, $t = 0$ for adversarial
packets and $t = 1$ for trusted packets. However, the dynamic nature of the network
due to node movement and adversaries would prevent the system to achieve steady state. Thus, we model the trust associated with a packet to have a distribution over \([0, 1]\).

This can be represented as a mixture of an adversarial distribution \(D_{adv}\) and a non-adversarial distribution \(D_{noadv}\). The distribution depends on the method used to establish trust. As a representation for our analysis, we consider the trust derived from the scheme in [67]. Specifically, the trust is a function of the ratio of authenticated packets to total packets. Thus, if we consider \(n\) packets exchanged over a link, the distribution of the trust \(t\) conditioned on \(n\) is a mixed distribution as

\[
    t \sim \begin{cases} 
    B(n, p, nt) & nt \in \mathbb{I} \\
    0 & \text{otherwise}
    \end{cases}, 
\]

where \(p = p_{adv}\) for the adversarial case and \(p = p_{noadv}\) for the non-adversarial case. \(B(n, p, nt)\) denotes the evaluation of the Binomial distribution with parameters \((n, p)\) at point \(nt\). The parameters \(p_{adv}, p_{noadv}\) represent the probability that packets are authenticated successfully.

Over a path \(P\), different links observe different number of packets to make a trust decision. Assuming \(D_N\) to be the distribution of number of packets over a link before breaking, with \(p_N(n)\) representing the probability of using \(n\) packets for establishing trust, we obtain the probability density function of the trust as

\[
p(t) = \begin{cases} 
\sum_{\{n \in \text{support}(D_N)\} \atop nt \in \mathbb{I}} B(n, p_{adv}, nt)p_N(n) & \text{Adv} \\
\sum_{\{n \in \text{support}(D_N)\} \atop nt \in \mathbb{I}} B(n, p_{noadv}, nt)p_N(n) & \text{Non-Adv}
\end{cases}. 
\]
4.6.3 Security Property

The goal of the scheme is to increase the cost of adversarial routes, controllable by the delay functions. The choice of the delay functions allow controlling the tradeoff between choosing a longer sub-optimal, yet secure, route vs. choosing an adversarial route with appropriate countermeasures to deal with the adversary.

For example, consider a path with selective loss of packets (greyhole). One of the methods to thwart such behavior is to use error correction spanning over several blocks. Such an approach would incur overhead packets and processing. An alternate means would be to select a longer sub-optimal path. Given a maximum acceptable overhead for the length of the path, we can choose between the two options. We assume that in a typical scenario, the tradeoff permits an overhead of $K$ nodes over adversarial paths. Consider the following

\[
D_{adv} = \sum_{i=1}^{L} (f_1(t_i) + t_h) + \sum_{i=1}^{W} (f_1(t_i^a) + t_h^a) \quad (4.4)
\]

\[
D_{sub-opt} = \sum_{i=1}^{L+W+K} (f_1(t'_i) + t_h), \quad (4.5)
\]

where $t_h, t_h^a$ denotes the sum of propagation delay ($t_p$) and processing delay ($t_d$) per hop for the non-adversarial and adversarial links respectively. We may assume $t_i, t_i^a \sim D_{noadv}$ with i.i.d distribution and $t_i^a \sim D_{adv}$. We have assumed that the adversarial path has $L$ trusted links and $W$ adversarial links. The alternate path
has $L + W + K$ links. For simplicity, we may assume $t_h \approx t_h^a$. Thus

$$\mathbb{P}(\text{non-adv}) = \mathbb{P}(D_{\text{sub-opt}} < D_{\text{adv}})$$

(4.6)

$$= \mathbb{P}\left(\sum_{i=1}^{L+W+K} f_1(t'_i) < \sum_{i=1}^{L} f_1(t_i) + \sum_{i=1}^{W} f_1(t_i^a) - Kt_h\right)$$

(4.7)

To ensure the paths of $K$ overhead are favored, the above probability should be large. This provides an intuition for choosing $D_{\text{max}}$. We see that ensuring $D_{\text{max}} \sim \frac{K}{W}t_h$ provides reasonable overhead.

4.6.4 Suboptimal Route Selection

Let us consider a non-adversarial scenario. Even though all nodes and links of the network are trusted, the trust values are not identical, rather they are distributed as $D_{\text{noadv}}$. Clearly, in such a scenario, the scheme introduces an overhead in establishing a route. We may minimize this overhead by ensuring that the delay introduced for high trust values is not significant. Since this overhead occurs only in the phase of route establishment, it may be negligible over the duration of the communication session for slowly varying topologies.

However, it may also be the case that the route selected due to the addition of the delays is sub-optimal, i.e., not the lowest hop count route. Let us consider $L$ to be the length of the shortest path between nodes $(S, D)$. Consider the length of the next shortest path to be $L + K$. Thus we obtain

$$D_{\text{opt}} = \sum_{i=1}^{L} (f_1(t_i) + t_h)$$

(4.8)

$$D_{\text{sub-opt}} = \sum_{i=1}^{L+K} (f_1(t'_i) + t_h)$$

(4.9)
where $t_h$ denotes the delay as above. We may assume $t_i, t'_i \sim D_{\text{noadv}}$ with i.i.d distribution. Thus

$$P(\text{sub-opt path}) = P(D_{\text{sub-opt}} < D_{\text{opt}}) \quad (4.10)$$

$$= P\left( \sum_{i=1}^{L+K} f_1(t'_i) < \sum_{i=1}^{L} f_1(t_i) - K t_h \right) \quad (4.11)$$

$$< P\left( \sum_{i=1}^{L+K} f_1(t'_i) < \sum_{i=1}^{L} f_1(t_i) \right) \quad (4.12)$$

In order to minimize this probability, we need to ensure that the delay does not increase much over the distribution of non-adversarial trust. This is ensured by the constraints described on $f'_1(\cdot)$ in section 4.6.

4.6.5 Reputation Systems

The scheme may operate in an environment where trust metrics are obtained from monitoring of node behavior. Thus it is critical that the reputation of a trustworthy node should not be influenced by adding delay to a packet received over an untrusted link. There are several reasons why the proposed modifications do not influence existing systems.

Firstly, the operation of our scheme is limited to the control plane, while establishing routes. Typically reputation systems observe just data plane packets. Even in the situation where they use a combination of both data and control packets, it is reasonable to assume that the number of data packets are large as compared to the number of control packets. Thus, the influence of control plane misbehavior will be negligible.
Secondly, assuming the size of the neighborhood of a node to be \( N \), if we assume \( k \) of these nodes are connected via malicious links, trustworthiness of a node may reduce at most to \( t \left( 1 - \frac{k}{N} \right) \), where \( t \) is the trust value without our scheme. Typically, in the adversarial behavior we describe, \( k \) is small, \((k = 1, 2)\). Thus the loss of trustworthiness will not be sufficient to change the classification of the node.

4.7 Simulation Results

We simulate our system using MATLAB to show the performance of our scheme and identify system tradeoffs. We present our results in context of AODV scheme. As the link layer for the other schemes is the same, these apply directly to DSR and BATMAN. The scenario we analyze uses static topologies for the network. This is sufficient for our purpose as our primary goal is validation of our scheme and analysis of the behavior using different delay functions. As each instance of the route discovery process in dynamic scenario can be viewed as a snapshot of trust values, these are sufficient to demonstrate the scheme in general.

For our simulations, we use the physical layer based trust metrics from [67]. However, we abstract the PHY and MAC layer of the network. Since we do not implement the PHY model, we simply utilize the numerical results presented in [67] to model the trust distribution and evolution.

As mentioned in section 4.6.2, the trust on a link can be modeled as a binomial distribution \( B(N, p) \) where \( p \) depends on the scheme of derivation of trust. We use the value of \( p = p_{adv} \in [0.25, 0.4] \) for the adversarial case and \( p = p_{noadv} \in [0.65, 0.8] \).
Unconditional distribution

for the non-adversarial case. Though we use a static topology, to consider the effect of creation and corruption of links due to node movements, we vary the number of packets $N$ transmitted over a link, periodically resetting $N$ to a random number. We assume for any path $P$, the value of $N$ is uniformly distributed in the interval $[10, 500]$. Thus we model the link to go down prior to 500 packets.

Fig. 4.2 shows the distribution of trust for both adversarial and non-adversarial scenarios. Fig. 4.2(a) represents the distribution for a fixed link with $N = 50$ packets and Fig. 4.2(b) highlights the overall distribution on a link along a path. As we observe more packets, the variance of the trust decreases significantly.

The performance of the scheme is highly dependent on the choice of the delay function $f_1(\cdot)$. To demonstrate the effect of the function, we consider three distinct functions
Figure 4.3: (a) Candidate functions for delay $f_1(\cdot)$; Distribution of delay with (b) Convex function (c) Concave function (d) Logistic function
- Parametrized Logistic function,

\[ f_1(t) = \frac{D_{\text{max}}}{1 + \alpha e^{\beta(t - \frac{1}{2})}}. \]

This quasilinear function satisfies the requirement for the small variation of delay for extreme values of trust. The parameters \( \alpha, \beta, D_{\text{max}} \) may be adjusted based on the application and trust distribution.

- Convex function,

\[ f_1(t) = \frac{D_{\text{max}}}{(t + 1)^\alpha}. \]

- Parametrized concave function,

\[ f_1(t) = D_{\text{max}}(1 - t^\alpha). \]

The convex and concave functions exhibit small variation for one type of trust values (non-adversarial and adversarial respectively) and large variation for other types.

Fig. 4.3 shows the variation in the distribution of the adversarial and non-adversarial delay for the different functions. We use samples from the link trust distribution in Fig. 4.2(a) for input to the delay functions. It can be seen from Fig. 4.3(d) that using Logistic function distribution we obtain sufficient separation between the adversarial and non-adversarial delays, without much distortion to the variance. This property makes the Logistic function a good choice for our delay.

It can be seen that the convex and concave functions have the effect of causing either a large increase in adversarial variance, leading to poor security or a large increase in non-adversarial variance, leading to high probability of selection of sub-optimal paths.
Thus, we use the Logistic function with varying parameters to highlight the security properties of our scheme. We normalize the maximum value of the delay $D_{max}$ with respect the overall latency of a link (propagation delay and processing delay). We fix the parameters $\alpha = 1, \beta = 6$ for our simulations. In Fig. 4.4 we plot the probability of selection of sub-optimal, non-adversarial link, for different values of $D_{max}$. As we increase $D_{max}$, the scheme becomes less sensitive to hop count of the sub-optimal paths. However, a large $D_{max}$ significantly impacts the overhead in the route setup phase.

In Fig. 4.5 we present the overhead introduced due to the variation of trust on non-adversarial links. For a fixed maximum delay, we show the effect of the tail of the delay functions ($f_1(\cdot)$) on the overhead. It can be seen that a convex function introduces the least overhead, due to rapid diminishing of the tail. The
performance of the Logistic function, though not optimal, provides a reasonable tradeoff with security performance. Even for a path of 10 hops, the probability of sub-optimal path selection is less than 4%.

In our initial simulations, we do not include the function $f_2(\cdot)$. The effect of $f_2(\cdot)$ is highly dependent on the distribution of the nodes. It is reasonable to consider the effect of $f_2(\cdot)$ on the overhead to be negligible. Assuming uniform distribution of traffic over the network, each trusted path would be equally influenced by collisions. The primary purpose of introducing $f_2(\cdot)$ is to increase sensitivity to congestion. For our purpose, we use a simplistic linear function

$$f_2(t) = 2 \times (1 + (1 - t)).$$

It can be seen in Fig. 4.6 that even for small values of $D_{\text{max}}$, we can get significant
benefit in security performance, if we are willing to tolerate the exposure of a few paths to the adversary.

4.8 Discussion

The advantage of choosing continuous delay functions is that it provides a continuous ordering of the paths based on the trust and congestion. This allows the method of choosing the order to be flexibly determined based on the implementation scenario. It is worth noting that typical thresholding schemes may be considered as a special case of this framework where the function $f_1(\cdot)$ is defined as

$$f_1(t) = \begin{cases} \infty & t \geq t_0 \\ 0 & t < t_0 \end{cases}.$$  \hspace{1cm} (4.13)
A crucial difference between this and our approach is that it enables us to utilize adversarial paths in scenarios where the alternate options are highly sub-optimal. Typically, there may be several mitigation techniques that may be deployed to reduce the influence of adversaries. Using this framework, we are able to restrict the overhead of deployment of countermeasures to limited number of packets (only the ones that use the adversarial routes). While the function $f_1(\cdot)$ allows us to choose the extent of this overhead, $f_2(\cdot)$ provides a choice of the number of paths that get routed through the adversary, thus allowing control of the number of packets incurring the overhead.
Chapter 5: Security of CPS: Privacy of Network Hierarchy

5.1 Introduction

Security has been shown to be a critical aspect many distributed control, decision and inference schemes, ubiquitous in current technological systems. The modern realization of such systems typically comprises of networks of sensor nodes or other low capability mobile devices. The wide range of applications of these distributed networks poses a challenge in developing universally applicable solutions. In this chapter, we focus three broad categories of systems that utilize such networks; distributed state estimation, distributed consensus and distributed monitoring systems.

Significant research effort has been directed towards these in both adversarial (69,70), and non-adversarial (71,72) settings. For these systems, we consider an adversarial compromise to be either via disruption of system consensus, or leakage of data. Approaches considered to counter adversarial behavior may be broadly classified as methods that exclude, or penalize, adversarial behavior by establishing notions of trust 12,14, or methods that prevent adversarial behavior by concealing critical information from the adversary 73,78. Though the two directions seem independent, practical implementations of the former typically utilize the latter with
relaxed settings to bootstrap the system. This can be observed from the examples of trust establishment methods that we have discussed in the previous chapters.

Thus, concealment of information, or more appropriately, maintaining privacy of the information, from the adversary, in terms of both content and context is a fundamental requirement for achieving any notion of security. In fact, efficiency in preserving notions of privacy can significantly reduce the power footprint of the overall security component.

The principal idea studied in this chapter is the achievable gain due to privacy in providing security guarantees in such networks. We propose a privacy framework applicable to scenarios where the network can be partitioned into a hierarchical structure of critical and non-critical components. We further show that utilizing watermarking techniques to tag the communication waveform, such as in [5], provides significant protection to critical components. We demonstrate that the privacy gain due to utilization of physical layer watermarking can substantially reduce the power required to ensure security of the overall system.

We discuss the mapping of several existing schemes, distributed Kalman filtering, distributed consensus and location privacy, into the proposed framework and outline the benefit.

5.1.1 Contributions

The main contributions of this chapter may be summarized as

- We define a new privacy framework based on of indistinguishability of the
choice of critical nodes from the adversary.

- We quantify metric for loss of privacy and analyze the adversarial view of the network.
- We utilize a physical layer scheme and prove a small loss of privacy for it with no restrictions on adversarial strategy
- We suggest applications of our framework to improve some example systems including distributed Kalman filtering, distributed consensus and source privacy.

5.1.2 Organization

The rest of this chapter is organized as follows. In Section 5.2 we present some examples of distributed systems that motivate the need of our framework. The application of the framework to these examples is presented in Section 5.5. In Section 5.3 we describe our framework and the system assumptions. We utilize the watermarking scheme in [5] and obtain privacy bounds using it in Section 5.4. We justify the properties of our scheme via MATLAB simulations in Section 5.6. To improve the readability of the chapter, the proofs have been presented in the appendices in Section 5.8.
5.2 Motivational Examples

We describe a few scenarios where privacy guarantees can enhance practical implementations of distributed tasks in sensor networks. We consider the context of establishing a trusted core, for distributed Kalman filtering (DKF) and distributed consensus, and location privacy.

5.2.1 Trusted Core

One promising direction for designing trust based systems is to form a trust hierarchy based on the quality of inputs from different nodes. Previous works such as [13][14], argue the need for one level of the hierarchy acting as a reference to achieve consensus. Such reference nodes comprise the trusted core (TC). Other nodes use the trusted core as an anchor to evaluate the quality of received input. The existence of the trusted core improves robustness in adversarial scenarios. We discuss these requirements in the context of distributed Kalman filtering and consensus problems.

5.2.1.1 Distributed Kalman Filtering

In the DKF application considered in [13], it was shown that even a simple malicious adversary may drive the system to reach consensus to a false state. However, introduction of weights while computing the Kalman coefficient updates, where the weights represent the trust in a node may guarantee correct operation even in the face of Byzantine adversaries. The weights are derived using the reference state from a set of nodes assumed to be correct (trusted core). The assumption here is
that for nodes in the trusted core, the reference is correctly generated (i.e. node is not compromised) and is received by rest of the network without modifications (i.e. message integrity verification).

5.2.1.2 Distributed Consensus

In a distributed consensus applications in [71,79], it was shown that consensus with Byzantine adversaries can be guaranteed with the assumption of certain ‘header nodes’. The term ‘header nodes’ (borrowed from examples of flocking) depicts the significance of these nodes in network operation. In our scenario, such nodes are assumed to be high integrity elements and provide an accurate direction to the consensus algorithm. Similar to the DKF application, these nodes either act as reference for measurements from which trust can be computed, or provide a better measure of trust. These nodes constitute the trusted core in this scenario. As in the case of DKF, it is assumed that these updates are received without modification.

5.2.1.3 Trusted Core Properties

As evident from the examples, availability of nodes and integrity of measurements during propagation are two fundamental requirements from the trusted core. It should be noted that there is little that can be done to prevent the adversary performing co-located jamming of the wireless medium. Thus even under weak adversarial assumptions, it is difficult to guarantee availability.

Typically, the integrity of the node measurements may be guaranteed using
low cost hardware based checks. However, integrity during propagation requires using message integrity checks, i.e. low complexity cryptographic primitives. This introduces the overhead of key management. It also introduces significant computational overhead and an increase in transmission bandwidth, both of which may be undesirable for the low power networks we consider.

A more subtle requirement is to prevent leakage of the data from the trusted core, as it may allow the adversary to adapt its behavior. This includes the identity of the nodes in the TC, so they cannot be jammed. One method to achieve this is to encrypt all the messages transmitted in the network, which consumes significant power.

Intuitively, the encryption and integrity protection are required only if the adversary is able to identify important packets (those emerging from the trusted core). In the absence of knowledge about the specific location or identity of a trusted node, an adversary can neither jam its transmissions or corrupt its observations. The system design is resilient to random jamming. Thus privacy of the identity and location of the nodes of the trusted core is sufficient to guarantee security. This makes the system a suitable candidate for our framework.

5.2.2 Location Privacy

In several cases, sensor networks are used for monitoring activity. This may be seen in context of battlefield monitoring or wildlife monitoring (e.g.: Panda tracking problem, [74]). In each of these scenarios, the presence of the soldiers, or the animal
triggers identifying messages from the sensors. Such event-triggered transmissions can yield significant information to an adversary. They can be used by the adversary to localize the event. An similar problem is in the node-mobility scenario, wherein a data collection agent (such as a platoon commander) moves in a network of mobile nodes to collect data. The specific request packets by the collector may prompt the adversary to selectively trigger actions, such as selective localized jamming or compromising the collector.

The common problem in both these scenarios is that the information in the packets from the collector or event detector are of greater value to the adversary than regular packets. In frameworks proposed in [74–78, 80], the privacy of such events is ensured via two general steps; firstly ensure content secrecy via encryption of the data, and secondly mask the context by obfuscation of routing paths or transmission timing information. To maintain uniformity among packets, the encryption techniques cannot be applied selectively; instead must be applied to all transmissions by the nodes. This may result in significant overhead.

Consider the scenario where the goal is simple detection of events, i.e. the information conveyed is binary, based on the presence or absence of an object. In such cases, encryption of the entire packet is redundant. An alternate method to view this is to consider the nodes detecting the events as elements of a ‘special set’, with the goal being to convey the information regarding the special set to the collector without revealing it to the adversary. This can be compared to the requirement of trusted core in Section 5.2.1. Further, if this information can be piggybacked on periodic messages transmitted in the network to maintain connectivity (e.g. HELLO
packets), it may remove the need for designing application specific packets. Thus our framework can be applied to these schemes to ease encryption and packet design requirements.

We demonstrate in Section 5.5 how the proposed framework can be used to resolve the requirements discussed here.

5.3 Privacy Framework

We define the privacy framework in context of an ad-hoc network. Consider an network of $N$ distributed mobile nodes $M = \{m_1, \ldots, m_N\}$. Each node is a low power device equipped with sensors of varying capabilities. The goal of the network is to collaborate to collectively achieve an objective such as tracking an object or estimating the state of the system. Thus the nodes continually exchange data packets within the communication neighborhood.

Consider a subset $S_t \subset M$ of $N_t$ nodes to be the ‘critical set’. The set $S_t$ may have a special function in the collaboration process, contain nodes with better sensors or security, or represent social hierarchy in the human networks. We assume each node to be aware of its capabilities and membership to $S_t$. However, nodes do not have a global view of the network, i.e. prior knowledge of $S_t$.

This represents a typical scenario in ad-hoc networks as nodes may be dynamically added or removed from the network, several of which may be a part of $S_t$. Additionally, in the network, the configuration of $S_t$ may vary over time depending on the task performed by the network. For example, in a coordinated movement
task, the $S_t$ may consist of nodes with vision sensors, whereas in geolocation task, the $S_t$ may consist of nodes with GPS locators.

We assume that data received from nodes in $S_t$ plays a significant role in the system objective. Thus each node receiving data from its neighbors must be able to identify whether the packet received is from a node in $S_t$ or not. Due to the lack of a centralized entity and the overhead associated with distribution of dynamic lists, we assume that each nodes in $S_t$ insert a special mark in the transmitted packets to inform the receiver of the origin. Insertion of the mark is particularly useful in schemes where distribution of lists may not be possible due to the lack of global notion of identities.

We assume the existence of a pre-shared key $k$ by nodes of the network. This may either be done by during deployment of the nodes or any of the existing pre-key distribution schemes, \cite{81,82}. Further, we consider that nodes strictly adhere to the collaboration protocol unless they have been compromised or in certain cases of arbitrary failures. As power of the nodes is limited, we do not consider the use of cryptographic methods for covertness, authentication or integrity protection of the transmitted data.

### 5.3.1 Adversarial Model

Consider an adversary $A$ capable of compromising $N_c$ nodes. This may be a distributed set of $N_c$ colluding adversaries, each compromising a single node. The goal of the adversary is to defeat the network objective. In the case of state
estimation, it may be to provide false state information. In a global consensus, this may be to force the network to converge to an incorrect value or not converge at all. In the scenario of coordinated movement, this may be to lead them to an incorrect location.

For our analysis, we consider an external adversary, i.e: the adversary does not possess the group key $k$. The adversary compromises the network by disabling a subset of the nodes via jamming or injecting spurious measurements by impersonating genuine nodes. In the latter case, the adversary may impersonate nodes it has disabled. We assume the the number of nodes compromised $N_c < N$.

Further, we consider that the goal of the adversary is to compromise the maximum number of nodes in the critical set $S_t$. Intuitively, as $S_t$ has a special role in network operations, an adversary may maximally disrupt network performance by disabling the critical nodes. Thus the adversary attempts to identify members of the set $S_t$.

In scenarios where the adversary is capable of capturing a node, we assume that the group key $k$ and certain operations of the collaborative algorithm are not compromised. This may be ensured by delegating such operations and key storage to secure hardware modules present on the nodes. Architectures involving TrustZone or the Trusted Platform Module (TPM) can typically guarantee integrity of small operations and areas of the memory even in compromised nodes.
5.3.2 Privacy Definition

We may consider the primary security objective of the network is to mask the membership of $S_t$ from the adversary. i.e. the scheme must ensure that the nodes of the network are able to identify members of $S_t$ without leaking any information to the adversary.

We formally define the privacy of our system as a function of the ability of the adversary to distinguish between variations of $S_t$ by observing the packets exchanged. We consider the adversary $\mathcal{A}$ to be generic, (i.e. no restrictions on the strategy), and powerful (i.e. able to observe all packets in the network). We denote by $\mathcal{P}(\cdot)$, the set of all packets exchanged in the network. In a typical scenario, an adversary may only observe a subset of the transmitted packets, however for our definition, we do not place such restrictions. The characteristics of the packets observed depends on the configuration of $S_t$. Thus, we denote by $\mathcal{P}(S_t)$, the observed packets when the critical set is $S_t$.

**Definition 1.** Privacy Loss:

Consider an adversary $\mathcal{A}$. Define the strength of the adversary as $N_c$, if the adversary can compromise a maximum of $N_c$ nodes. Consider the size of the critical set to be $N_t$. The adversary $\mathcal{A}$, upon observation of the packets $\mathcal{P}(S_t)$, chooses a set $S_c \subset M$ to attack (denoted by $S_c = \mathcal{A}(\mathcal{P}(S_t))$). The loss in privacy $L_{\text{priv}}$ due to adversarial observations is defined as

$$L_{\text{priv}} = \max_{\{\mathcal{A}, S_t, S'_t, S_c\}} \left| \mathbb{P}\left( \mathcal{A}(\mathcal{P}(S_t)) = S_c \right) - \mathbb{P}\left( \mathcal{A}(\mathcal{P}(S'_t)) = S_c \right) \right|,$$

(5.1)
where the maximum is taken over all possible adversaries and choices sets $S_c, S_t, S'_t$ and all possible randomness in the adversarial actions $A$. We note that the randomness in adversarial actions results both from any randomness used by $A$ in the decision making process and the randomness in the observed packets $\mathcal{P}(S_t)$. The sets $S_t, S'_t \subset M$ are two possible configurations of the critical set such that $S_t \neq S'_t$ and $|S_t| = |S'_t| = N_t$. Further, $|S_c| = N_c$.

We utilize the above definition in two different forms depending on the relation between $S_t$ and $S'_t$. The definition above is valid for all possible $S_t, S'_t$. We consider an alternative definition as follows,

**Definition 2.**

$$L_{\text{priv}} = \max \{A, S_t, S'_t, S_c\} \left| \mathbb{P}\left( A(\mathcal{P}(S_t)) = S_c \right) - \mathbb{P}\left( A(\mathcal{P}(S'_t)) = S_c \right) \right|,$$

where we consider $S_t$ and $S'_t$ to differ in only one position, i.e. $|S_t \cap S'_t| = N_t - 1$.

The definitions appear similar, and as we will show, yield equivalent results up to a polynomial factor. However, proving satisfiability may be simpler for one case over the other. We state our results with regard to both definitions.

The loss metric $L_{\text{priv}} \in [0, 1]$ quantifies the strength of the system against an adversary. A larger loss indicates the ability of an adversary to be more effective in identifying components of the critical set, thus launching a more powerful attack.

An more intuitive method to define privacy may be based on notion of uniformity across $S_c$. Consider the following,
Definition 3. Uniform across $S_c$

$$\mathcal{L}_{\text{priv}} = \max_{\{A, S_t, S_c\}} \left| \mathbb{P}(A(P(S_t)) = S_c) - \mathbb{P}(A(P(S_t)) = S'_c) \right|,$$

where we consider $S_c \neq S'_c$ and $|S_t| = N_t$.

However, to work with such a definition, we have to restrict the class of adversaries $A$ to discard trivial adversaries that do not utilize the advantage gained by observing the packets. Thus, for the remainder of our discussion, we utilize Definition 1 and 2.

As described earlier, in the scenarios of interest to us, the adversary gains maximum advantage by attacking just the members of the critical set. Thus we may assume that the goal of the adversary is to identify the critical set. We define the adversary $A^*$ as the adversary that achieves this goal, i.e.

$$A^* = \arg \max_{A} |A(P(S_t)) \cap S_t|, \quad \forall S_t \subset M \quad (5.2)$$

Even in the absence of any knowledge about the critical set, an adversary can uniformly choose nodes to attack. We denote such an adversary by $A^u$. Thus $A^u$ serves as the baseline for measuring adversarial damage. Consider the following lemma.

Lemma 1. Denote the attack set selected by the uniform adversary to be $S_c^u = A^u(S_t)$. The overlap of this with the trusted set, $|S_c^u \cap S_t|$, is a random quantity. We have

$$\mathbb{P}\left(|S_c^u \cap S_t| = k\right) = \frac{\binom{N_t}{k} \binom{N-N_t}{N_c-k}}{\binom{N}{N_c}}, \quad k = 0, \ldots, \min\{S_c, S_t\}$$
Proof. In Section 5.8.1. This can be simply obtained by considering the probability of uniform selection of $S_c$ nodes.

For any system that satisfies the notion of privacy in Definition 1, we show that no adversary can do $\epsilon$ better than uniform selection.

**Theorem 2.** Consider a system with loss of privacy $L_{\text{priv}} \leq \epsilon$. Denote by $S_c$ the set selected by the adversary $A$. Consider $|S_c \cap S_t|$ to be the overlap of the selected nodes with the critical set. We claim

$$\left| \Pr(\left|S_c \cap S_t\right| = k) - \Pr(\left|S_u \cap S_t\right| = k) \right| < \epsilon \cdot O(poly(N)), \quad \forall 0 \leq k \leq \min\{N_c, N_t\}.$$ 

Proof. In Section 5.8.2.

The factor $O(poly(N))$ depends on the definition of privacy used. We show for Definition 1,

$$O(poly(N)) \approx \binom{N_t}{k} \left(\frac{N - N_t}{N_c - k}\right).$$

Thus for security, we require a system design where $L_{\text{priv}}$ decays faster than $poly(N)$. For such a system on average, the adversary $A^*$ can do no better than the uniform adversary.

**Corollary 2.1.** An alternate method to view the Theorem may be

$$1 - \epsilon \cdot O(poly(N)) < \frac{\Pr(\left|S_c \cap S_t\right| = k)}{\Pr(\left|S_u \cap S_t\right| = k)} < 1 + \epsilon \cdot O(poly(N)).$$

Proof. The proof follows directly from Theorem 2.

**Corollary 2.2.** For the definition of $A^*$ and $A_u$ above,

$$\frac{\mathbb{E}[\left|S_c \cap S_t\right|]}{\mathbb{E}[\left|S_u \cap S_t\right|]} \leq (1 + \epsilon \cdot O(poly(N))).$$
Proof. Follows directly by using the bound from Theorem 2.

We see for the systems with small loss of privacy, the expected damage that can be caused by even the most powerful adversary is comparable to that of a uniform adversary.

**Remark:** Using a pre-shared key, as assumed in our system, the desired definition of privacy can be trivially achieved by embedding the ‘mark’ as a special packet field and encrypting all the transmitted messages with \( k \). The adversary, not in possession of \( k \), cannot decode the packets. Thus it identify the members of set \( S_t \). However, this requires encryption of all messages transmitted by all nodes, irrespective of whether they belong to the \( S_t \). This incurs significant overhead by the senders and receivers. Further this requires modification to the packet format, which may be difficult to implement in an existing system.

The structure of our proposed scheme ensures that we only spend energy to tag (or process) messages originating from \( S_t \). Typically, \(|S_t| \ll N\). Thus the energy overhead of our scheme will minimal. Our scheme superimposes the tag at the physical layer, thus requiring no change to the packet structure.

### 5.4 Privacy Scheme

We utilize the physical layer authentication scheme in [5] to ensure privacy of \( S_t \). Here we briefly present important aspects of that scheme and notation relevant to our discussion. For details, constraints and performance metrics of the system, the reader is referred to [5].
5.4.1 Physical Layer Method

Consider a system where the sender wishes to transmit a signal \( s = \{s_1, s_2, \ldots, s_L\} \) to the receiver with some additional information \( t \) to authenticate the sender. Let \( k \) be the shared key between the sender and the receiver. The sender generates the authentication tag as \( t = g(k, s) \). \( g(\cdot) \) represents a ‘secure’ tagging scheme (e.g. keyed hash function). The sender superimposes the tag on the signal waveform to transmit \( x = \rho_s s + \rho_t t \), where \( \rho_s, \rho_t \in (0, 1) \) represent the power allocation to the signal and tag.

Assume a Rayleigh block fading (slow fading) channel. The channel for the transmitted block is denoted by \( h \sim CN(0, \sigma_h^2) \). \( CN \) denotes a circularly symmetric complex Gaussian variable. The receiver observes the block \( y = h \cdot x + w \), where \( w = \{w_1, \ldots, w_L\} \) and \( w_k \sim CN(0, \sigma_w^2), \forall k \). Using the estimation techniques highlighted in \([5]\), the receiver recovers the transmitted signal \( \hat{s} \) and the expected tag \( \hat{t} = g(k, \hat{s}) \).

The receiver authenticates the sender by verifying the presence of the tag in the residue

\[
\mathbf{r} = \frac{1}{\rho_t}(\hat{x} - \rho_s \hat{s}).
\]  

(5.3)

The receiver obtains the test statistic \( \tau \) by applying a matched filter to the residue with the estimated tag, \( \tau = \hat{t}^H \mathbf{r} \). The receiver performs a threshold test with hypotheses

\[
H_0 : \hat{t} \text{ is not present in } \mathbf{r}
\]

\[
H_1 : \hat{t} \text{ is present in } \mathbf{r}.
\]  

(5.4)
Assuming perfect channel estimation ($\hat{h} = h$) and tag estimation ($\hat{t} = t$), the statistic for the tagged and non tagged scenarios are

\[
\tau|H_1 = |t_i|^2 + v, \\
\tau|H_0 = \left(\frac{1 - \rho_s}{\rho_t}\right) t^H s + v, \tag{5.5}
\]

where, conditioned on $t$, $v \sim \mathcal{N}(0, L\sigma^2_w/\rho^2_t|h|^2)$. Additionally, $E[\tau|H_0] = 0$, since we assume $E[s^H t] = 0$. Thus the receiver performs simple threshold test as

\[
\tau \gtrless_{H_0} \tau_{th}.
\]

We emphasize that due to the low power of the tag, a node aware of its structure can verify its existence. However, a node without knowledge of the tag will not be able to check if a message contains it. This property is critical as it guarantees privacy in the scheme.

### 5.4.2 Message Tagging

We consider the nodes in $S_t$ to utilize the tag described in Section 5.4.1 to identify themselves to the rest of the network. The nodes generate the tag as follows

\[
t = HMAC_k(ID, TS),
\]

where $HMAC_k(\cdot)$ denotes a message authentication code on a message using the private key $k$. $ID$ denotes the identity of the transmitting node and $TS$ denotes a timestamp embedded in the message (or sequence number). The timestamp also serves as a nonce to ensure freshness of the tag. We note that the identity parameter
is not necessary and may be removed where the identity is not a standard part of
the protocol. We allocate a small amount of power, $\rho_t^2 \in [0.01, 0.05]$, to the tag.

Similar to the procedure in Section 5.4.1, the receiver extracts $ID$ and $TS$
from the message, and computes the test statistic to decide whether the message
received is from a member of the critical set.

The security properties of an HMAC ensure that an adversary cannot generate
the expected tag without knowledge of the key $k$. Furthermore, any tag $t'$ generated
with an assumed key $k'$ will be uncorrelated to the original tag $t$. Intuitively, this
guarantees that given a set of observed messages, the adversary cannot perform the
correlation operation to identify messages tagged by the critical set, thus preserving
the identity and location of trusted nodes.

5.4.3 Security of the Scheme

We demonstrate that usage of this scheme fulfills the definition of privacy we
have considered. We consider a powerful adversary, capable of observing all network
communication, and attacking any $N_c$ nodes. The observations enable the adversary
to obtain all the residues in the packets following the procedure of a regular receiver.
As the adversary cannot perform matched filtering due to the absence of the key
$k$, its strategy is limited to detecting anomalous behavior by performing statistical
inference tests.

Consider the residues obtained by the adversary.

$$r_i = t_i + \frac{\tilde{h}_i^*}{\rho_t |\tilde{h}_i|^2}w_i, \quad i = 1, 2, \cdots , \quad (5.6)$$
The index may denote either the identity of the node or time, depending on the strategy of the adversary. For a single residue, identification of whether it was obtained from $S_t$ may be modeled as a hypothesis testing problem, with the distribution of the observation $P_i$ as follows.

\[ H_0 \text{ (Residue not from TC) : } P_0 \sim \mathcal{N}(0, \sigma_r^2 I_L) \]

\[ H_1 \text{ (Residue from TC) : } P_1 \sim 2^{-L} \sum_{\{\mu_i \in \{-1,1\}^L\}} \mathcal{N}(\mu_i, \sigma_r^2 I_L), \]

where, based on (5.6), $\sigma_r^2 = \frac{\sigma_w^2}{\rho_t^2 \sigma_h^2}$ and $I_L$ represents the $L$-dimensional identity matrix. The distribution of $H_1$ can be obtained by conditioning the observation on a the tag $t$ and assuming a uniform distribution of the tag. It is clear that for small $\rho_t$, the distribution of the two hypotheses is similar. Intuitively, this provides privacy guarantees to the system against adversaries without knowledge of the key $k$.

Let $P_{fa}$ denote the probability of false alarm, i.e. an untagged signal is perceived as tagged. Let $P_{md}$ denote the probability of missed detection, i.e. a tagged signal is perceived as untagged. For the proposed scheme, we show these probabilities to be large.

**Lemma 3.** Consider the hypothesis testing scheme considered above. In the absence of knowledge of the key $k$, for all possible adversaries the following holds

\[ P_{fa} + P_{md} \geq 1 - \delta, \quad (5.7) \]

where $\delta = L \log \cosh(\sigma_r^{-2})$ is small.

**Proof.** In Section 5.8.3 \hfill $\Box$
This highlights the resilience of our scheme for an arbitrarily powerful adversary. Since for any reasonable detector, both $P_{fa}$ and $P_{md}$ are less than 0.5, we claim that even utilizing the best detector for our scheme yields $P_{fa} \approx P_{md} \approx 0.5$. This follows directly from the Lemma 3. Intuitively, we may infer that a detector with complete packet information would identify and misidentify the node with probabilities equal to that of a detector with no knowledge.

In our scenario, we consider the adversary choosing $N_c$ nodes. Based on some detector, the goal of the adversary is to choose the residues it thinks most likely belong to the critical set. For any single residue, based on the distribution of the hypotheses, clearly the optimal detector is of the form

$$L(r_i) \geq_{H_0}^{H_1} \alpha,$$

where $L(r_i)$ is the likelihood ratio for the observation $r_i$. The optimal strategy to pick a set of size $N_c$ from $N$ nodes with the largest likelihood. Denote by $C = \{c \subset M \mid |c| = N_c\}$, i.e. all the possible sets an adversary can pick. Thus the adversary selects

$$c^* = \arg \max_{c \in C} L(r_c)$$

$$= \arg \max_{c \in C} \prod_{\{i \mid m_i \in c\}} L(r_i) \quad (5.9)$$

Equation (5.9) follows from the fact that each $r_i$ is independent. Further, (5.9) is maximized when each component in the product is maximized. Thus the strategy by the adversary simply be choosing the nodes corresponding to the $N_c$ largest likelihood ratios $L(r_i)$. For such a strategy, we can claim that the privacy loss corresponding to Definition 1 is small.
Theorem 4. Consider $L_{priv}$ to be the loss of privacy based on variation of Definition 1, where $S_t$ and $S'_t$ are chosen arbitrarily. For the proposed scheme, we have

$$
\left( \frac{N}{N_c} \right)^{-1} \delta'' \leq L_{priv} \leq \left( \frac{N}{N_c} \right)^{-1} \delta',
$$

where $\delta', \delta''$ are functions of $\delta$ defined in Lemma 3.

Proof. Consider the random variable $l_i = L(r_i)$ corresponding to the likelihood of the $i$th residue. We can compute the distribution of $l_i$ conditioned on whether $r_i$ resulted from hypothesis $H0$ or $H1$. Consider corresponding CDF’s to be denoted by $F_0(l), F_1(l)$. Let the selection of $S_c = c$ for a given $S_t = t$. Assume that the overlap is $k$ nodes, i.e. $|S_c \cap S_t| = k$. The probability that $c$ was selected can be represented in terms of order statistics of $l_i$. In fact, if we let $X_{N_c}$ denote the $N_c$th order statistic, then

$$
P(A(P(t)) = c) = P(l_{\{i|\i\in c\}} > X_{N_c}, l_{\{i|\i\in N \setminus c\}} \leq X_{N_c}).
$$

(5.10)

We can show that the maximum difference of any two such expressions is small. Detailed expressions are provided in the Section 5.8.4.

From the proof, we can see that $\delta', \delta''$ increase linearly with $N$. Thus substituting (5.10) in Theorem 2, we observe that as $N$ increases, the distribution of the set selected by the adversary approaches uniform. This is intuitive, since increasing the number of choices increases the chances that the adversary makes mistakes.
5.4.4 Example of Adversary Strategy

We present a simple example of some strategies the adversary may use and a simplified expression for the case when \( N_c = N_t = 1 \). Considering the residues from (5.6), an adversary may perform correlation to obtain more robust test statistics to identify pairs, e.g:

\[
\begin{align*}
r_{12} &= r_1^H r_2 = t_1^H t_2 + \frac{\hat{h}_2^*}{\rho_t |\hat{h}_2|^2} t_1^H w_2 \\
&\quad + \frac{\hat{h}_1^*}{\rho_t |\hat{h}_1|^2} w_1^H t_2 + \frac{\hat{h}_1^* \hat{h}_2^*}{\rho_t^2 |\hat{h}_1|^2 |\hat{h}_2|^2} w_1^H w_2.
\end{align*}
\]

A few common statistics the adversary may use to perform the goodness-of-fit tests (e.g. Kolmogorov-Smirnov test) for distinguishing nodes

E1. Comparing series of residues with white Gaussian noise (channel noise) \((r_1 \text{ vs. noise})\)

E2. Comparing series of residues from two different nodes to isolate individual trusted nodes \((r_1 \text{ vs. } r_2)\).

E3. Correlating residues from pairs of nodes for comparison \((r_{12} \text{ vs. } r_{34})\).

E4. Generating a random tag, correlating the residue against the tag and comparing with white Gaussian noise (channel noise) \((r_{12}, \text{ where } w_2 = 0, \text{ vs. noise})\)

We discuss examples of the tests and the results via simulation in Section 5.6.

Here we quantify the privacy loss \((5.1)\) for a simple example when the adversary performs experiment (E1), i.e: Lilliefors test \([83]\), for every residue using channel
statistics. The adversary decides false if the residue follows Gaussian distribution and true otherwise. The adversary considers all the nodes which yield a true decision and randomly selects a node.

Denote the probability of detection for the test as \( \alpha \) and the probability of false alarm as \( \beta \). Considering that a tagged signal, has Normal distribution with slightly different variance from the channel noise, we argue that \( \alpha \) would be small.

To compute \((5.1)\), we obtain 3 scenarios, i.e:

A1. Trusted node not selected \((S_c \cap S_t = S_c \cap S'_t = \emptyset)\)

A2. \(S_c \cap S_t = S_c \cap S'_t\)

A3. Trusted node selected for one case only \((S_c \cap S_t = S_t, S_c \cap S'_t = \emptyset)\)

Clearly, the difference in the probabilities for (A1) is 0, and (A2) is an impossible event as \(S_t = S'_t\) is a contradiction. Thus the \(L_{priv}\) is obtained by considering (A3). Thus

\[
P[S_c = S_t] = \frac{1}{N} \left[ (1 - \alpha)(1 - \beta)^{N-1} + \frac{\alpha}{\beta}(1 - (1 - \beta)^N) \right].
\]

The adversary is incorrect when the trusted node fails to be detected and one of the incorrect nodes is flagged, i.e:

\[
P[S_c \cap S'_t = \emptyset] = \frac{1}{N}(1 - \alpha)(1 - \beta)^{N-1}
+ \frac{1}{N-1}(1 - (1 - \beta)^{N-1})
- \frac{\alpha}{\beta \frac{1}{N(N-1)}} \left(1 - (1 - \beta)^N - N \beta(1 - \beta)^{N-1}\right).
\]
Thus we obtain

\[ L_{\text{priv}} = \left| \frac{1}{N-1} \left( 1 - (1 - \beta)^{N-1} \right) \left( 1 - \frac{\alpha}{\beta} \right) \right|. \]

It can be observed that for a small value of \( \alpha \), as ensured by our design, the loss of privacy is low. Thus the adversary would not perform much better than random selection. As a special case, if we can ensure that the \( \alpha \) is equivalent to false positive of the statistical test used by the adversary, i.e. \( \alpha \approx \beta \), we obtain no loss of privacy.

Though the argument above is for a simple adversary, it highlights the gain obtained by our scheme. We discuss via simulations the gain for more complex adversarial scenarios.

5.5 Application to Examples

We demonstrate how our framework can be applied to the scenarios described in Section 5.2. We provide the mapping between the problems and our framework. For the systems, our framework serves as a supplement to existing techniques, without degrading the performance or the QoS. We note that it does not replace existing algorithms or methods. For numerical demonstration, we pick the system in [13]. For the other systems, we will make heuristic claims.

5.5.1 Trusted Core

Consider the functionality of the trusted core in applications of DKF and consensus (from Section 5.2). The trusted core is comprised of nodes which provide a higher degree of resilience or sensing capabilities. Further, based on the consensus
objectives, the configuration of the trusted core may be different. Thus, we may
cconsider the trusted core to be equivalent to the ‘critical set’, $S_t$, in our framework.
Each element of the trusted core tags its messages with tag $t_j = HMAC_k(j, TS)$.

Let the graph $G = (M, E)$ denote the topology of the network where $M$ denotes
the set of all nodes and $E$ denotes the set of all edges such that an edge $e_{ij} \in E$ if
node $i$ is within the communication range of node $j$. For our scenario, we assume
the links to be symmetric, i.e.

$$e_{ij} \in E \iff e_{ji} \in E.$$ 

Define the neighborhood $N_i$ of a node $i$ as

$$N_i = \{j | e_{ij} \in E\}.$$

During each iteration, a node $i$ receives state information from its neighbor-
hood. For each packet received from node $j$, it extracts the residue using (5.3) and
generates the expected tag $\hat{t}_j = HMAC_k(j, TS)$ using the identity of the node $j$
and the timestamp $TS$ retrieved from the packet. It then computes the test statistic

$$\tau_{ij} = \hat{t}_j^H r_j,$$

where $r_j$ was the residue for the packet received from $j$. The node $i$ then updates
the global trust for all other nodes as

The global trust value for node $j$ as viewed by node $i$ is denoted by $t_{ij}$. For
the computation of the global trust, as seen in [13,79], the members of the trusted
core are assigned higher weights. Thus we modify their trust update equation as

$$\forall j \in M, t_{ij} = \frac{1}{|N_i|} \left( \sum_{k \in N_i | \tau_{ik} < \tau_{th}} t_{ik} t_{kj} + \sum_{k \in N_i | \tau_{ik} \geq \tau_{th}} t_{max} t_{kj} \right),$$

where $\tau_{th}$ denotes the decision threshold for validity of the tag and $t_{max}$ represents the predetermined trust for the trusted core. Typically, $t_{max} = 1$. Here, $N_i$ denotes the communication neighborhood of node $i$, i.e. nodes from which it receives the updates.

It can be seen that the decision of whether a neighboring node is a member of the trusted core is based on the test for the presence of the tag in the received message. It is clear that occasionally, a non-trusted node will be assigned a higher weight due to a false positive in the testing condition. We can obtain the probability of such an event from equation (5.5) as

$$P_{fa} = P[\tau_{ij} > \tau_{th} | H_0].$$

Based on the application and tolerable errors, this can be adjusted by varying the $\tau_{th}$. As we discuss in the Section 5.6 for appropriately designed system, this does not influence the convergence of the global trust values.

We note that in the modified system, we can assume that none of the transmitted packets use encryption to protect the data. Since the goal of the adversary is to disrupt network consensus or estimation algorithm, it can achieve so only by compromising the trusted core. Leakage of data has no significance here. Without the privacy framework however, we would require encryption of the data from the trusted core hide the mark denoting the node’s membership to the trusted core.
This would further necessitate the encryption of all network packets, to maintain
uniformity.

5.5.2 Location Privacy

We consider the application of the framework to the simple event detection
scenarios as discussed in Section 5.2.2. We consider the set of nodes that detect the
event to be the ‘critical set’ \( S_t \) in our framework. Clearly, nodes that detect the
event are aware of themselves being part of \( S_t \). The set \( S_t \) changes dynamically as
the target moves, and the goal convey the identity information of nodes in \( S_t \) to the
base or other neighbors. Thus, the detector nodes tag their messages with the tag

\[
t_j = HMAC_k(e, j, TS),
\]

where \( e \) may denote a small number of possible events. In case of binary events,
this would be simply be \( \{0, 1\} \).

The base station examines each packet for the presence of the tag. Since
typically the event would be picked up by a cluster of nodes, even a few missed tags
would not deteriorate the base station’s view. Thus this scheme is more robust to
the errors introduced by the tagging scheme.

We note that the tagging removes the need to encrypt all packets. It can
also be superimposed on any existing protocol message, thus it can be easily incor-
porated into existing systems. In scenarios where the frequency of the periodically
transmitted messages is insufficient, our framework may be used in conjunction with
timing obfuscation schemes such as [75].
5.6 Simulations

We verify our assertions via MATLAB simulations. First we highlight the influence of adversarial behavior in the absence of our scheme. We then present the performance of our scheme to mitigate adversarial behavior.

5.6.1 System Example

To experimentally demonstrate our scheme we consider the problem formulation in [13]. Consider the network nodes to be indexed by i. The network is used for state estimation of a linear random process

\[
x(k + 1) = Ax(k) + w(k),
\]

where \( x \in \mathbb{R}^m \) is the state of the system and \( w(k) \in \mathbb{R}^m \) is the state noise assumed to be Gaussian with 0 mean and covariance matrix \( Q \). Each node has a linear sensor model

\[
y_i(k) = C_i x(k) + v_i(k),
\]

where \( y_i(k) \in \mathbb{R}^{p_i} \) is the observation for node \( i \) and \( v_i(k) \in \mathbb{R}^{p_i} \) is the observation noise assumed to be Gaussian with 0 mean and covariance \( V_i \). We use the weighted DKF algorithm illustrated in [13] for estimation. The weights are based on the global trust value for each node as viewed by the node executing the computation.
5.6.2 Consequences of Compromised Trusted Core

We illustrate the influence of an adversary that is able to violate the security assumptions of the trusted core. Consider a sensor network to track an object moving in the 2-D plane. The network size is $N = 100$. The communication neighborhood is determined using the unit disk model. The target trajectory follows (5.11), with $A = [1, -0.02; 0.02, 1]$. Each sensor can only sense one dimension of the target’s position, i.e. half sense the $x$-direction ($C = [1, 0; 0, 0]$) and rest, the $y$-direction ($C = [0, 0; 0, 1]$). The size of the trusted core is $N_t = 20$.

![Figure 5.1: Trajectory of a tracked object output by a regular (uncompromised, untrusted) sensor. 45% of the sensors are compromised. The trusted core consists of 20% of the sensors.](image)

In Fig. 5.1 illustrates the performance of various variations of DKF used to tracking an object in the adversarial attack. The standard DKF is unaware of
the adversarial attack. The 'DFK with Bayesian estimate' algorithm, introduced in [13], estimates the statistics of the attack vector and compensates for it. The last variation makes use of trusted nodes that are assumed to have uncompromised measurements to propagate trust in the network. Clearly, the advantage provided by the trusted core can be observed from Fig. 5.1.

We model an adversary capable of tampering with the measurements of the compromised sensors. At iteration $k$, the adversary compromises the observation of the $i$th sensor by adding an offset $a_i(k)$ to the measurement, i.e. $y_i^a(k) = y_i(k) + a_i(k)$. The number of compromised nodes is set to $N_c = 45$. We consider $a_i(k) = [10, 10], \forall (i, k)$, i.e. offset of 10 units.

Consider the scenario where an adversary successfully identifies a subset of the trusted core. We consider the simple case where the identified trusted core nodes are jammed. This effectively reduces the size of the trusted core. The compromise of a node not in the trusted core involves alteration of the measurements, as described above. We simulate the scenario with a varying percentage of the trusted core compromised by the adversary.

The performance degradation in tracking error due to decrease in size of the trusted core can be clearly observed in Fig. 5.2. However, even with a few trusted nodes remaining, the error significantly improves over traditional methods. This is due to the malicious nodes being detected and assigned lower weights based on their trust values.

Next we simulate the adversary that identifies the trusted nodes (as before) and tampers with their measurements by adding an offset. Figure 5.3 shows the severe
performance degradation of the network when the trusted nodes provide malicious data. Furthermore, due to malicious measurements being given higher weights, the performance for several cases is worst than the traditional methods.

This clearly signifies the importance of concealing the identity of the trusted core. Compromise of privacy of even a fraction of the trusted core can lead to significant decrease in performance.

5.6.3 Performance and Security of Embedded Tags

We now present the performance of the tagging scheme for preserving privacy and avoiding the situations above.
5.6.3.1 Robustness

It is critical to detect the presence of the tags accurately. A weak scheme can be a cause for denial-of-service even in the absence of an external adversary. Using parameters of [5], in Figure 5.4, we plot the authentication probabilities in various channel conditions.

We allocate 1.5% of the signal power to the tag, i.e. $\rho_t^2 = 0.015$. We use $P_{fa} = 0.01$ to determine the threshold $\tau_{th}$. We can see that even in poor channel conditions, the probability of correctly detecting the tag is high.
5.6.3.2 Stealth

The most important property of the tags is the inability of the adversary to detect them without knowledge of the secret key $k$. As discussed in Section 5.4.4, the adversary can perform statistical inference tests on individual residues or correlated residues.

First, we consider the case where the adversary performs Lilliefors test on the residue to observe deviation from Gaussian distribution. We simulate the system using a tag to noise ratio of -10 dB. Lilliefors test with a 1% confidence (prob. false positive) returns negative with average $p$-value 0.37. Therefore the adversary does not have enough statistical confidence to discern between residue with tag or just noise. This can intuitively be observed from Fig. 5.5, where we plot the empirical

Figure 5.4: Tag authentication probabilities under various channel conditions.
CDF of the residue with the embedded tag vs. CDF of Gaussian noise.

![Empirical CDF of residue with embedded tag with TNR=-10dB.](image)

Figure 5.5: Empirical CDF of residue with embedded tag with TNR=-10dB.

Next, we consider correlation (time, space) based scenarios from Sec. 5.4.4. We simulate identification of pairs of nodes in the trusted core by correlating residues from every pair and performing Kolmogorov- Smirnov test.

From Fig. 5.6 we observe that the adversary achieves maximum distinguishability when comparing correlation data from two residues with tag against correlation data from two residues without tag. However, the number of observations required to obtain a statistically significant deviation is extremely large and impractical.

As an example, we perform these tests in the context of an adversary of size $N_c = 10$ with $N_t = 1$. We observe the number of times (T) the adversary was able to compromise the trusted node in 10000 iterations.

1. Perform Lilliefors test on the residues. Select $N_c$ nodes whose residues have
Figure 5.6: Adversary’s false positive confidence for different pairs of correlation data.

- Correlate the residues with a generated tag. Select \( N_c \) nodes whose correlations are highest. \( T = 1099 \)

- Select \( N_c \) nodes randomly. \( T = 1058 \)

Thus it can be deduced that in the proposed tagging system, the evidence generated by the adversary is insufficient to gain any advantage over purely random selection of nodes to attack.
5.6.3.3 Effects of tag detection on trust convergence

We evaluate the effect of errors in tag detection on the convergence of trust in the trust-aware DFK system as shown in [13]. The errors comprise of false alarms (nodes that are not part of the trusted core are determined to be part of it) and missed detections (members of the trusted core are not detected).

Fig. 5.7 illustrates the mean square error of the trust values at each update iteration, compared to the case when trusted core identity is perfectly known to the receiver. We vary the probability of false alarm and probability of detection of our physical layer scheme, using different values of the threshold.

![Figure 5.7: Mean square error of global trust values](image)

For a given probability of false alarm, the detection probability depends on the length of the physical layer tag, and the tag to noise power ratio. Table 5.1 shows the probability of detection for various values of tag to noise ratio, along with the
mean square error of the trust values. The detection threshold $\tau_{th}$ is determined by fixing the probability of false alarm at 0.01. The signal to noise ratio is calculated assuming 5% (-13 dB) of transmission power is allocated to the tag. The tag length is fixed to 256 bits.

Because the sensors usually do not have robust channel coding, SNR of 0 dB is often required for minimum-rate communications. We can see from Table 5.1 that the MSE of trust values is very small when probability of false alarm is limited to 0.01. The MSE can be further improved by aggregating tags from multiple messages, effectively increasing the tag length. With tag of length 512 bits, even at SNR of 0 dB (and TNR of -13 dB), the probability of detection is 0.99, which leads to trust MSE of 0.019.

Through our simulation, we see no discernible effect on the performance of the DKF when the trust MSE is less than 0.1.
5.6.3.4 Bounds on privacy loss

We illustrate some numerical values of the bounds on the privacy loss defined in Theorem 4. In Fig. 5.8 we plot the numerically computed value of $\delta'$ in (5.26). We can see that for large enough $N$, $\delta'$ is approximately linear in $N$. The slope of this linear approximation is a function of the ratio of the size of the trusted core and the strength of the adversary, i.e. $N_t/N_c$. The three curves within each group, from the lowest $\delta'$ to the highest, are for $N_t = 2, 3, 4$ respectively.

It is important to note that the multiplication factor of $\left(\frac{N}{N_c}\right)^{-1}$ ensures that the loss of privacy decays with increasing $N$. 

Figure 5.8: Empirical computation of $\delta'$
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5.7 Discussion

In this work, we developed an analytical framework to quantify the privacy loss of hierarchical systems. Using this framework, we quantified the potential privacy benefits of a message tagging scheme from literature. While covertness of physical layer schemes make it a good candidate of low power security, the framework is not limited to these. Results for other tagging or messaging schemes can be shown in a similar manner.

We discussed the security benefits of using our scheme in context of two problems, establishing a trusted core and ensuring location privacy. The applications however are not limited to these cases. Other problems, that exhibit partitioning of the nodes into a critical and non-critical sets, can benefit from this framework as well.

5.8 Appendix: Proofs of theorems and lemmas

5.8.1 Proof of Lemma 1

Proof. Consider a uniform selection of nodes by the adversary. We denote by $\mathcal{T}$ a collection of all possible critical set configurations of size $N_t$, i.e. $\mathcal{T} = \{S_t \subset M \mid |S_t| = N_t\}$. Similarly, define $\mathcal{C} = \{S_c \subset M \mid |S_c| = N_c\}$. We have assumed here that the adversary will always compromise the maximum number of nodes possible, as we have not associated any cost with attacking the nodes.
\[
P(|S^u_c \cap S_t| = k) = \sum_{t \in T} P(|S^u_c \cap S_t| = k \mid S_t = t)P(S_t = t)
\]

\[
= \sum_{t \in T} \sum_{c \in C} P(S^u_c = c \mid S_t = t)P(S_t = t)1(|c \cap t| = k) \quad \text{(5.13)}
\]

\[
= \sum_{t \in T} \sum_{c \in C} P(S^u_c = c)P(S_t = t)1(|c \cap t| = k) \quad \text{Since } S_t \perp S^u_c
\]

\[
= \frac{1}{|T|} \frac{1}{|C|} \sum_{t \in T} \sum_{c \in C} 1(|c \cap t| = k). \quad \text{(5.15)}
\]

The last equation is obtained as both \(S^u_c\) and \(S_t\) are selected uniformly at random. Here \(1(\cdot)\) denotes the indicator function. For a fixed \(t \in \mathcal{T}\), the number of sets that have \(k\) elements in common is given by \((N_t)^{(N-N_t)}(N_c-k)^{(N_c-k)}\). Further, \(|\mathcal{T}| = \binom{N}{N_t}\) and \(|\mathcal{C}| = \binom{N}{N_c}\). Thus we obtain

\[
P(|S^u_c \cap S_t| = k) = \frac{1}{|T|} \frac{1}{|C|} \sum_{t \in T} \binom{N_t}{k} \binom{N-N_t}{N_c-k}
\]

\[
= \frac{\binom{N_t}{k} \binom{N-N_t}{N_c-k}}{\binom{N}{N_c}} \quad \text{(Rearranging terms)}.
\]

5.8.2 Proof of Theorem 2

\textit{Proof.} We utilize the notation similar to Section 5.8.1. We consider a fixed element \(t_0 \in \mathcal{T}\). Since the scheme satisfies the privacy definition in Definition 1 or Definition
for any $t \in T$, we have

$$
P(S_c = c \mid S_t = t_0) - f(t, t_0) \cdot \epsilon \leq P(S_c = c \mid S_t = t) \leq P(S_c = c \mid S_t = t_0) + f(t, t_0) \cdot \epsilon.
$$

(5.16)

The function $f(t, t_0)$ depends on the assumed relation between $S_t, S'_t$. In Definition 1, we consider $S_t, S'_t$ to be arbitrary. Thus $f(t, t_0) = 1$, $\forall t \in T$. For Definition 2

$$
f(t, t_0) = N_t - |S_t \cap S_{t_0}|.
$$

Proceeding from Equation 5.13, we obtain,

$$
P(|S_c \cap S_t| = k) = \sum_{t \in T} P(|S_c \cap S_t| = k \mid S_t = t)P(S_t = t)
$$

$$
= \sum_{t \in T} \sum_{c \in C} P(S_c = c \mid S_t = t)P(S_t = t) \mathbb{1} (|c \cap t| = k)
$$

$$
= \frac{1}{|T|} \sum_{t \in T} \sum_{c \in C} P(S_c = c \mid S_t = t) \mathbb{1} (|c \cap t| = k)
$$

$$
\leq \frac{1}{|T|} \sum_{t \in T} \sum_{c \in C} (P(S_c = c \mid S_t = t_0) + f(t, t_0) \cdot \epsilon) \mathbb{1} (|c \cap t| = k)
$$

$$
= \frac{1}{|T|} \sum_{t \in T} \sum_{c \in C} (p^*_0 + f(t, t_0) \cdot \epsilon) \mathbb{1} (|c \cap t| = k).
$$

We define $p^*_0 = P(S_c = c \mid S_t = t_0)$. Consider $r = \binom{N_t}{k} \binom{N-N_t}{N_c-k}$, which we know is the number of elements of $C$ that have $k$ elements in common with a given element of $T$. Further, define

$$
C_t = \{c \in C \mid |c \cap t| = k\}.
$$
Clearly $\bigcup_{t \in T} C_t = C$. Each element $c \in C$ occurs in exactly $\binom{N_c}{k} \binom{N - N_c}{N_t - k}$ different sets $C_t$. Thus we obtain,

$$\mathbb{P}(|S_c \cap S_t| = k) \leq \frac{1}{|T|} \sum_{t \in T} r \epsilon \cdot f(t, t_0) + \frac{1}{|\mathcal{T}|} \sum_{t \in T} \sum_{c \in C_t} p_c^t$$

$$= \frac{1}{|\mathcal{T}|} r \epsilon \sum_{t \in T} f(t, t_0) + \frac{1}{|\mathcal{T}|} \binom{N_c}{k} \binom{N - N_c}{N_t - k} \sum_{c \in C} p_c^t$$

$$= \frac{1}{|\mathcal{T}|} r \epsilon \sum_{t \in T} f(t, t_0) + \frac{1}{|\mathcal{T}|} \binom{N_c}{k} \binom{N - N_c}{N_t - k}.$$ 

We have utilized the fact that $\sum_{c \in C} p_c^t = 1$, since for every observation, a set is always chosen by the adversary. For Definition 1, $f(t, t_0) = 1$. Thus

$$\sum_{t \in T} f(t, t_0) = |T|.$$

For Definition 2, consider the following. Label all nodes as $\{m_1, \ldots, m_N\}$ and consider $t_0 = \{m_1, \ldots, m_{N_t}\}$. We may write

$$f(t, t_0) = \sum_{j > N_t} 1(m_j \in t).$$

Thus each such $m_j$ contributes 1 unit to $f(\cdot)$. Each $m_j, j > N_t$ occurs in exactly $\binom{N_t - 1}{N_t - 1}$ choices of $t \in \mathcal{T}$. Thus we may write,

$$\sum_{t \in T} f(t, t_0) = \sum_{t \in T} \sum_{j > N_t} 1(m_j \in t)$$

$$= (N - N_t) \binom{N - 1}{N_t - 1}.$$ 

Substituting this, we obtain for Definition 2.
\[ P(|S_c \cap S_t| = k) \leq \frac{1}{N} \left( \binom{N_c}{k} \binom{N - N_t}{N_c - k} \binom{N - 1}{N_t - 1} (N - N_t)\epsilon \right) + \binom{N_c}{k} \binom{N - N_c}{N_t - k} \]

\[ = \frac{\binom{N_c}{k} (N - N_c)}{N} \binom{N}{N_c} \binom{N - 1}{N_t - 1} (N - N_t)\epsilon + 1 \]

\[ = P(|S^u_c \cap S_t| = k) \left( 1 + \binom{N}{N_c} \left( 1 - \frac{T}{N} \right) T\epsilon \right). \]

We may rewrite this as

\[ P(|S_c \cap S_t| = k) - P(|S^u_c \cap S_t| = k) \leq \binom{N_c}{k} \binom{N - N_c}{N_t - k} \left( 1 - \frac{T}{N} \right) T\epsilon. \]

Similarly, for the case of Definition 1, we obtain

\[ P(|S_c \cap S_t| = k) - P(|S^u_c \cap S_t| = k) \leq \binom{N_c}{k} \binom{N - N_c}{N_t - k} \epsilon. \]

Further we may obtain the lower bound from (5.16). Thus we have

\[ |P(|S_c \cap S_t| = k) - P(|S^u_c \cap S_t| = k)| \leq \epsilon \cdot O(poly(N)). \]

5.8.3 Proof of Lemma 3

To prove the theorem, we utilize the following proposition

**Proposition 1.** For any hypothesis testing system, consider the null hypothesis to be represented by the distribution \( P_0 \) and the alternate by \( P_1 \), i.e. \( H_0 \sim P_0 \) and \( H_1 \sim P_1 \). Then the sum probabilities of Type I \( (P_{fa}) \) and Type II \( (P_{ma}) \) errors may
be bounded as

\[
\mathbb{P}(\text{Type I error}) + \mathbb{P}(\text{Type II error}) = P_{fa} + P_{md} \geq 1 - \sqrt{\frac{1}{2} D_{KL}(P_1||P_0)} \quad (5.17)
\]

where \( D_{KL}(P_1||P_0) \) is the Kullback Leibler divergence between \( P_1 \) and \( P_0 \).

**Proof.** Consider \( \mathcal{Y} \) to be the observation support. Denote by \( S \subset \mathcal{Y} \) the region such that the detector rejects the null hypothesis.

\[
\mathbb{P}(\text{Type I error}) + \mathbb{P}(\text{Type II error}) = P_0(S) + P_1(\mathcal{Y} \setminus S)
\]

\[
= 1 + [P_0(S) - P_1(S)]
\]

\[
\geq 1 + \inf_S [P_0(S) - P_1(S)]
\]

\[
= 1 - \sup_S [P_1(S) - P_0(S)]
\]

\[
= 1 - TV(P_1, P_0)
\]

\[
= 1 - \sqrt{\frac{1}{2} D_{KL}(P_1||P_0)} \quad \text{(By Pinsker’s inequality)}
\]

For Lemma 3, the proof is as follows.

**Proof.** The distributions of the hypothesis is given by,

\[
p_0(y) = \mathcal{N}(y; 0, \sigma_r^2 I_L)
\]

\[
p_1(y) = \frac{1}{2L} \sum_{\mu_i \in \Gamma} \mathcal{N}(y; \mu_i, \sigma_r^2 I_L),
\]
where $\Gamma = \{ \mu_i \mid \mu_i \in \{-1, 1\}^L \}$. We denote the components of $y = \{y_1, \ldots, y_L\}$. We have the following proof for

$$
\log \left( \frac{p_1(y)}{p_0(y)} \right) = \log \left( \frac{2^{-L} \sum_{\mu_i \in \Gamma} (2\pi \sigma_r^2)^{-\frac{L}{2}} \exp(-\frac{1}{2}(y - \mu_i)^T(y - \mu_i))}{(2\pi \sigma_r^2)^{-\frac{L}{2}} \exp(-\frac{1}{2}y^Ty)} \right)
$$

$$
= \log \left( \frac{1}{2L} \sum_{\mu_i \in \Gamma} \exp \left( \frac{y^T \mu_i}{\sigma_r^2} - \frac{\mu_i^T \mu_i}{2\sigma_r^2} \right) \right)
$$

$$
= \log \left( \frac{\exp(-L/2\sigma_r^2)}{2L} \sum_{\mu_i \in \Gamma} \exp \left( \frac{y^T \mu_i}{\sigma_r^2} \right) \right) \quad \text{(Since $\mu_i^T \mu_i = L, \forall \mu_i$)}
$$

$$
= \log \left( \frac{\exp(-L/2\sigma_r^2)}{2L} \right) + \log \left( \sum_{\mu_i \in \Gamma} \exp \left( \frac{y^T \mu_i}{\sigma_r^2} \right) \right)
$$

$$
= \log \left( \frac{\exp(-L/2\sigma_r^2)}{2L} \right) + \log \left( \prod_{j=1}^L \left( \exp \left( \frac{y_j}{\sigma_r^2} \right) + \exp \left( \frac{-y_j}{\sigma_r^2} \right) \right) \right)
$$

$$
= K + \sum_{j=1}^L \log \left( \exp \left( \frac{y_j}{\sigma_r^2} \right) + \exp \left( \frac{-y_j}{\sigma_r^2} \right) \right)
$$

where we define $K = \log \left( \frac{\exp(-L/2\sigma_r^2)}{2L} \right)$. We can write the KL-divergence as

$$
D_{KL}(P_1 || P_0) = \int \log \left( \frac{p_1(y)}{p_0(y)} \right) p_1(y) dy
$$

$$
= \mathbb{E}_{p_1(y)} \log \left( \frac{p_1(y)}{p_0(y)} \right)
$$

$$
= \mathbb{E}_{p_1(y)} \left[ K + \sum_{j=1}^L \log \left( \exp \left( \frac{y_j}{\sigma_r^2} \right) + \exp \left( \frac{-y_j}{\sigma_r^2} \right) \right) \right]
$$

$$
= K + \sum_{j=1}^L \mathbb{E}_{p_1(y_j)} \left[ \log \left( \exp \left( \frac{y_j}{\sigma_r^2} \right) + \exp \left( \frac{-y_j}{\sigma_r^2} \right) \right) \right] \quad \text{(5.18)}
$$

We note here that $p_1(y)$ denotes the pdf of the vector $y$, whereas we use $p_1(y_j)$ to denote the pdf of component $y_j$ of $y$. In our case $p_1(y) = \prod_{j=1}^L p_1(y_j)$. Since $y_j$'s are identically distributed,
\[
\sum_{j=1}^{L} \mathbb{E}_{p_{1}(y_{j})} \left[ \log \left( \left( \exp \left( \frac{y_{j}}{\sigma^{2}_{r}} \right) + \exp \left(-\frac{y_{j}}{\sigma^{2}_{r}} \right) \right) \right) \right] \\
= L \cdot \mathbb{E}_{p_{1}(y_{1})} \left[ \log \left( \left( \exp \left( \frac{y_{1}}{\sigma^{2}_{r}} \right) + \exp \left(-\frac{y_{1}}{\sigma^{2}_{r}} \right) \right) \right) \right] \\
\leq L \cdot \log \left( \mathbb{E}_{p_{1}(y_{1})} \left( \exp \left( \frac{y_{1}}{\sigma^{2}_{r}} \right) + \exp \left(-\frac{y_{1}}{\sigma^{2}_{r}} \right) \right) \right) \quad \text{(Jensen’s inequality)} \\
= L \cdot \log \left( M_{y_{1}} \left( \frac{1}{\sigma^{2}_{r}} \right) + M_{y_{1}} \left( -\frac{1}{\sigma^{2}_{r}} \right) \right) \\
= L \cdot \log \left( \exp \left( \frac{3}{2\sigma^{2}_{r}} \right) + \exp \left(-\frac{1}{2\sigma^{2}_{r}} \right) \right). 
\]

Here \( M_{y_{1}}(\cdot) \) denotes the moment generating function of the random variable \( y_{1} \). Substituting this in (5.18), we obtain

\[
D_{KL}(P_{1}\|P_{0}) \leq \log \left( \frac{\exp \left( -L/2\sigma^{2}_{r} \right)}{2^{L}} \right) + L \cdot \log \left( \frac{3}{2\sigma^{2}_{r}} \right) + \exp \left(-\frac{1}{2\sigma^{2}_{r}} \right) \\
= \log \left( \frac{\exp((\sigma^{2}_{r})^{-1}) + \exp(-(\sigma^{2}_{r})^{-1})}{2} \right)^{L} \\
= L \cdot \log \cosh \left( \frac{1}{\sigma^{2}_{r}} \right). 
\]

Thus using Prop. 11 we have

\[
P_{fa} + P_{md} \geq 1 - \sqrt{\frac{L}{2} \cdot \log \cosh \left( \frac{1}{\sigma^{2}_{r}} \right)}.
\]  

(5.19)
5.8.4 Proof of Theorem 4

As defined previously, let $F_i(l)$ denote the CDF of the likelihood under hypothesis $H_i$. We utilize the following Lemma for our proof. Define

$$I_i(a, b, c, d) = \int_0^\infty F_0(x)^a F_1(x)^b (1 - F_0(x))^c (1 - F_1(x))^d dF_i(x) \quad i = 0, 1. \quad (5.20)$$

**Lemma 5.** For $I_0$ and $I_1$ as defined in (5.20),

$$I_0(a, b, c, d) \leq \sum_{j=0}^b \sum_{k=0}^d \binom{b}{j} \binom{d}{k} \delta^{b+d-j-k}B(a+j+1, c+k+1)$$

$$I_1(a, b, c, d) \leq \sum_{j=0}^a \sum_{k=0}^c \binom{a}{j} \binom{c}{k} \delta^{a+c-j-k}B(b+j+1, d+k+1),$$

where $B(m, n)$ is the Beta function.

**Proof.** Since $F_i(y)$ denotes the CDF of the Likelihood ratio under different hypothesis, we may write

$$|F_0(z) - F_1(z)| = \left| \int_0^z \left( p_{L^0(y)}(x) - p_{L^1(y)}(x) \right) dx \right|$$

$$= \left| \int_{\{y | L(y) \leq z\}} (p_0(y) - p_1(y)) dy \right|$$

$$\leq TV(P_0, P_1) \leq \delta. \quad (5.21)$$

Here $TV(\cdot, \cdot)$ denotes the total variational distance between distributions. Note we may alternately use the KL-divergence bound as discussed in Lemma 4. For our work, we the KL-divergence and use the value of $\delta$ from (5.7). Thus

$$F_0(z) - \delta \leq F_1(z) \leq F_0(z) + \delta \quad (5.21)$$
Substituting (5.21) in the expression for $I_0$, we have

$$I_0(a, b, c, d) \leq \int_0^\infty F_0(x)^a (F_0(x) + \delta)^b (1 - F_0(x))^c ((1 - F_0(x)) + \delta)^d dF_0(x)$$

$$= \int_0^\infty F_0(x)^a \left( \sum_{j=0}^b \binom{b}{j} F_0(x)^j \delta^{b-j} \right) (1 - F_0(x))^c \left( \sum_{k=0}^d \binom{d}{k} (1 - F_0(x))^k \delta^{d-k} \right) dF_0(x)$$

$$= \int_0^\infty \sum_{j=0}^b \sum_{k=0}^d \binom{b}{j} \binom{d}{k} \delta^{b+d-j-k} F_0(x)^{a+j} (1 - F_0(x))^{c+k} dF_0(x)$$

$$= \sum_{j=0}^b \sum_{k=0}^d \binom{b}{j} \binom{d}{k} \delta^{b+d-j-k} \int_0^\infty F_0(x)^{a+j} (1 - F_0(x))^{c+k} dF_0(x)$$

$$= \sum_{j=0}^b \sum_{k=0}^d \binom{b}{j} \binom{d}{k} \delta^{b+d-j-k} B(a + j + 1, c + k + 1)$$

A similar substitution yields a bound on $I_1$. A lower bound may be obtained by replacing $\delta$ with $-\delta$.

Assume that for the selected $S_c = c$, given $S_t = t$, the overlap is $k$ nodes, i.e. $|S_c \cap S_t| = k$. Consider the re-labeling of the likelihoods in a non-increasing order $l'_1 \geq l'_2 \geq \ldots \geq l'_N$. Thus $c = \{m_i \mid L(r_i) \in \{l'_1, \ldots, l'_N\}\}$. Thus we may write

$$\mathbb{P}(S_c = c \mid S_t = t) = \prod_{m_i \in c} \mathbb{P}(L(r_i) > l'_{N+1}, \ldots, L(r_i) > l'_N)$$

$$= \mathbb{P}\left( \min_{m_i \in c} (L(r_i)) > \max_{m_i \in N \setminus c} (L(r_i)) \right)$$

Since the overlap between $S_c$ and $S_t$ is $k$-nodes, exactly $k$ terms in $\{L(r_i) \mid m_i \in c\}$
follow the distribution $F_1$ and the rest follow $F_0$. Thus we may rewrite (5.23) as

$$P(A(P(t)) = c) = P(S_c = c | S_t = t)$$

$$= \int_0^\infty ((1 - F_1(l))^k(1 - F_0(l))^{N_c - k}) dF_{\max(t'_{N_c+1}, \ldots, t'_{N})}(l)$$

$$= \int_0^\infty ((1 - F_1(l))^k(1 - F_0(l))^{N_c - k}) \cdot

\left((N_t - k)F_1(l)^{N_t - k - 1}F_0(l)^{N - N_c - (N_t - k)} dF_1(l)

+ (N - N_c - (N_t - k))F_1(l)^{N_t - k}F_0(l)^{N - N_c - (N_t - k) - 1} dF_0(l)\right)$$

$$= (N_t - k)I_1(N - N_c - (N_t - k), N_t - k - 1, N_c - k, k)$$

$$+ (N - N_c - (N_t - k)) \cdot

I_0(N - N_c - (N_t - k) - 1, N_t - k, N_c - k, k). \quad (5.24)$$

Alternately, we may rewrite this as

$$P(A(P(t)) = c) = \int_0^\infty (F_1(l)^{N_t - k}F_0(l)^{N - N_c - (N_t - k)}) dF_{\min(t'_{N_c}, \ldots, t'_{1})}(l)$$

$$= kI_1(N - N_c - (N_t - k), N_t - k, N_c - k, k)$$

$$+ (N_c - k)I_0(N - N_c - (N_t - k), N_t - k, N_c - k - 1, k).$$

(5.25)

Since this only depends on the overlap $k$ between the selected set and the trusted set, we claim that the two extreme cases, $k = 0$ and $k = N_t$ yield the maximum
difference. For \( k = 0 \), using (5.25), we have

\[
\mathbb{P}(A(P(t_1)) = c) = N_c I_0(N - N_c - N_t, N_t, N_c - 1, 0)
\]

\[
\leq N_c \sum_{j=0}^{N_t} \binom{N_t}{j} \delta^{N_t-j} B(N - N_c - N_t + j + 1, N_c - 1 + 1)
\]

\[
= N_c \sum_{j=0}^{N_t} \binom{N_t}{j} \delta^{N_t-j} \frac{(N - N_c - N_t + j)! (N_c - 1)!}{(N - N_t + j)!}
\]

\[
= \sum_{j=0}^{N_t} \binom{N_t}{j} \delta^{N_t-j} \left( \frac{N - N_t + j}{N - N_c - N_t + j} \right)^{-1}
\]

\[
= \sum_{j=0}^{N_t} \binom{N_t}{j} \delta^j \left( \frac{N - j}{N - N_c - j} \right)^{-1}
\]

\[
= \sum_{j=0}^{N_t} \binom{N_t}{j} \delta^j \frac{\binom{N}{j}}{\binom{N-N_c}{j} \binom{N-N_t}{j}}
\]

\[
= \binom{N}{N_c}^{-1} \sum_{j=0}^{N_t} \binom{N_t}{j} \binom{N}{j} (\ldots - (-\delta)^j).
\]

Similarly, for \( k = N_t \), using (5.24), we have

\[
\mathbb{P}(A(P(t_2)) = c) = (N - N_c) I_0(N - N_c - 1, 0, N_c - N_t, N_t)
\]

\[
\geq \binom{N}{N_c}^{-1} \sum_{j=0}^{N_t} \binom{N_t}{j} \binom{N}{j} (\ldots - (-\delta)^j).
\]

Thus we obtain the loss of privacy, \( L_{priv} \) as

\[
L_{priv} = |P(A(P(t_1)) = c) - \mathbb{P}(A(P(t_2)) = c)|
\]

\[
\leq \binom{N}{N_c}^{-1} \sum_{j=0}^{N_t} \binom{N_t}{j} \binom{N}{j} \left( \binom{N}{j} - (-\delta)^j \right)
\]

\[
\leq \binom{N}{N_c}^{-1} \delta',
\]

where

\[
\delta' = \sum_{j=0}^{N_t} \binom{N_t}{j} \binom{N}{j} \left( \binom{N}{j} - (-\delta)^j \right), \quad (5.26)
\]

can be shown to small.
Chapter 6: Security of CPS: Privacy of Network Partition

6.1 Overview

As discussed in Chapter 5, distributed networks of low powered sensors with limited capability are deployed in several critical systems such as cyberphysical systems for monitoring and regulation of power grids, large scale intrusion detection systems or civil infrastructure monitoring systems. In Chapter 5 however, we considered the scenarios of distributed actions by the nodes, based on the available information, and studied the corresponding adversarial models. Here, we discuss centralized mode of operation for such systems; wherein there exists a central decision making entity that acts on the data available from the nodes, e.g. data aggregation and fusion systems.

A typical requirement in several such scenarios is the ability to effectively and efficiently extract data from the network. Significant research efforts have been directed towards increasing the efficiency of the information retrieval process. This includes selection of a subset of nodes for observation (geographical sampling), e.g. [84–86], utilizing compressive sensing techniques (time sampling), e.g. [87–89], or distributed signal processing techniques, e.g. [90].

Similar to efficiency, security of the data aggregation and fusion process is
a key determinant in the adoption of these systems. The critical nature of the deployment scenarios has made such systems a valuable target for adversarial action. Considering the constraints on devices and operating lifetime, efficient security is a key requirement. Several techniques have been proposed in literature to address the security issues in such systems, e.g. \cite{91,92}, hop-by-hop encryption \cite{93}, end-to-end encryption \cite{94}, or secure data aggregation \cite{95,96}. However, such techniques introduce both, significant processing and communication overhead.

In this chapter, similar to Chapter 5, we investigate the role of privacy in ensuring security of the network. However, the systems studied here, unlike Chapter 5, do not have a natural hierarchical structure. Thus, we utilize the inverse notion of ‘creating a hierarchy (or partition)’ in a privacy preserving manner to achieve our security objectives. Intuitively, we select a subset of nodes to act as ‘pseudo-adversaries’, and inject malicious (noisy) data in the network. The creation of such a partition in a privacy preserving manner, such that the partitions are unknown to the adversary, can obfuscate the adversarial view. In systems where data acquisition requires a subset of measurements, e.g.: \cite{84,85,87}, we may utilize physical layer watermarking to create such a hierarchy, while sacrificing only the communication efficiency.

6.1.1 Our Contributions

Our contributions in this chapter can be summarized as

- We demonstrate that two-level hierarchy (or partition) in information fusion
networks can be used to ensure security in several adversarial scenarios.

- We propose a privacy preserving physical layer framework, utilizing the watermarking in [5], to generate such a hierarchical structure.

- We illustrate the security and efficiency of this framework and its application to low power sensor networks.

### 6.1.2 Organization

The rest of this chapter is organized as follows. In Section 6.2, we discuss the systems under consideration and describe the overall scheme. In Section 6.3, we describe the privacy preserving messaging scheme and illustrate its security properties. In Section 6.4 we validate our results via MATLAB simulations and discuss the parameter selection.

### 6.2 System Description

Consider a network \( \mathcal{M} = \{M_1, M_2, \ldots, M_N\} \), of \( N \) sensor nodes distributed uniformly over a region. Consider a central entity that, over a wireless interface, gathers data (or a function of the data) from the sensor nodes. We denote such an entity by \( FC \) (Fusion Center). The data acquisition (or state computation) is based on periodic measurements collected by the \( FC \) from the \( N \) nodes.

We restrict our study to systems with dynamics (partially known) that enable the \( FC \) to utilize techniques to reduce communication or processing overhead, e.g.: systems described in [84][85][87]. We assume that the optimization strategy is
determined by the $FC$ based on the system state. For optimization, the $FC$ may partition the network based on significance of the information.

Consider the scenario where at sampling instance $n$, only observations from the set $\mathcal{M}_c(n) \subset \mathcal{M}$ are significant for the $FC$. To reduce system overhead, only the nodes $\mathcal{M}_c(n)$ may transmit the measurements and nodes $\mathcal{M}_d(n) = \mathcal{M} \setminus \mathcal{M}_c(n)$ do not transmit any data.

For simplicity, consider the scenario where the $FC$ can communicate directly with the nodes $\mathcal{M}$, i.e.: one hop scenario. We may trivially extend the framework to multi-hop scenarios, by iterative application of the security strategy of the fusion center to cluster-heads (one hop neighborhoods).

6.2.1 Adversarial Model

We consider an external eavesdropping adversary $A$. Since the nodes $\mathcal{M}$ communicate over a wireless medium, we assume that the adversary may obtain complete data transmissions. e.g. for the single hop scenario, all observations of the $FC$.

We assume that to effectively attack the network, the adversary, $A$, requires at least the information obtained by $FC$, i.e. the system view of $A$ should be the same as $FC$. We assume the existence of a pre-shared secret (key $k$), unknown to the adversary. Further, we assume that the randomness (specific instantiations) in the optimization strategy of the $FC$ is unavailable to the adversary.
6.2.2 System Operation

At a collection instance $n$, the FC selects a set $\mathcal{M}_c(n) \subset \mathcal{M}$ to query. The particular set may depend on the particular technique being used by FC and state of the system, i.e. \cite{84,85,87}, and is unknown to the adversary. The Fusion Center utilizes a privacy preserving framework (described in Section 6.3) to covertly query (message) the selected nodes $\mathcal{M}_c(n)$. (Note: For scenarios where $|\mathcal{M}_d(n)| < |\mathcal{M}_c(n)|$, we query $\mathcal{M}_d(n)$.)

Upon receiving the query message, the nodes $\mathcal{M}_c(n)$ reply with the true network measurements $\mathcal{O}_c(n) = \{M^o_i(n) \mid i \in \mathcal{M}_c(n)\}$. The remaining nodes transmit decoy measurements $\mathcal{O}_d(n) = \{g(M^o_i(n)) \mid i \in \mathcal{M}_d(n)\}$.

Consider the operation by FC to be a function of the observations, i.e. the view of FC is $\mathcal{V}^{FC} = v(\mathcal{O}_c(n))$. The adversary, in the absence of knowledge of $\mathcal{M}_c(n)$, possesses the view $\mathcal{V}^A = v(\mathcal{O}_c(n) \cup \mathcal{O}_d(n))$. By careful selection of $g(\cdot)$, we ensure $\mathcal{V}^{FC} \neq \mathcal{V}^A$, i.e. the system view of the adversary is different from the FC, thus fulfilling our security requirement.

For example, consider the scenario where $v(\cdot)$ is the averaging function. Even a simple selection of $g(\cdot)$, i.e. $g(x) = \Delta = 0$, is sufficient to distort the view of the adversary.

It should be observed that our scheme incurs a transmission overhead due to the decoy transmissions, thus decreasing the system efficiency due to optimizations by the FC. However, we achieve security guarantees without the use of cryptographic primitives. For low capability nodes, as is the case in typical sensor net-
works, that lack a cryptographic co-processor, this leads to a significant reduction in the energy overhead.

6.2.3 System Example

Consider the state estimation system described in [84] consisting of $m$ sensor nodes ($\mathcal{M}$). The $FC$ estimates the state of the system $x_n \in \mathbb{R}^s$ from $c \geq s$ linear measurements corrupted by Gaussian noise. The $FC$ uses a greedy approach to select $c$ nodes ($\mathcal{M}_c$).

Utilizing our scheme, the $FC$ covertly queries the $c$ nodes to obtain the sensor measurements. Nodes that have not been queried sample a Bernoulli random variable with success probability $p_d$. Upon a successful outcome, the node transmits a decoy measurement $g(x) = x + \epsilon$, where $x$ is the true measurement and $\epsilon \sim \mathcal{N}(\Delta, \sigma_d^2)$. This causes the adversary to converge to a false system state (similar to the adversarial noise injection scenario demonstrated in [97]).

The system incurs an average communication and processing overhead, $d \approx p_d(m - k)$, due to the decoy measurements. In the absence of any knowledge of $k$, at each step, the search space for the adversary grows by $\mathcal{O}(2^{k+d})$. We select $p_d$ based on the acceptable overhead vs. adversarial effort tradeoff for the given application.

6.3 Privacy Preserving Messaging Scheme

We describe the messaging scheme to covertly convey information to the selected nodes. We utilize the idea of low power tagging developed in [5]. Here we
briefly describe important notation and aspects of the scheme relevant to our discussion. For details, constraints and performance metrics of the single tag scheme, the reader is referred to [5]. The goal here is to describe our framework based on [5] and the corresponding security properties.

6.3.1 Tagging Scheme

Consider the sender selecting the nodes by transmitting a query message, $s = \{s_1, s_2, \ldots, s_L\}$, of length $L$ symbols, to a set $\mathcal{M}_c \subset \mathcal{M}$ of nodes. The sender assigns a tag, $t_i = f(k, s, i) \forall i \in \mathcal{M}_c$, to each node in $\mathcal{M}_c$. Here $i$ denotes the identity of the node and $k$ denotes the common shared key in the network. $f(\cdot)$ represents a ‘secure’ tagging scheme (e.g. keyed hash function). We require that for $f(\cdot)$, the distribution of the output is uncorrelated to the input. This requirement can typically be satisfied by cryptographic one way functions. Further, via proper encoding, we ensure $t_i \in \{-1, 1\}^L$. The intuition is to tag the message $s$ such that a node $j$ with the key can identify whether $j \in \mathcal{M}_c$.

The sender superimposes the tag on the signal waveform to transmit as

$$x = \rho_s s + \rho_t \sum_{i \in \mathcal{M}_c} t_i,$$

where $\rho_s, \rho_t \in (0, 1)$ represent the power allocation to the signal and tag. Let us assume that for the system,

$$\max |\mathcal{M}_c| = K_{\text{max}}.$$
If we consider the number of tags superimposed at any time instant to be a random quantity $K = |\mathcal{M}_c|$ with expected value $\bar{K} = \mathbb{E}[K]$. We ensure that the total average power is maintained, i.e. $\rho_s^2 + \bar{K}\rho_t^2 = 1$.

Assume a Rayleigh block fading (slow fading) channel. The channel for the transmitted block is denoted by $h \sim \mathcal{CN}(0, \sigma_h^2)$. $\mathcal{CN}$ denotes a circularly symmetric complex Gaussian variable. The receiver observes the block $y = h \cdot x + w$, where $w = \{w_1, \ldots, w_L\}$ and $w_k \sim \mathcal{CN}(0, \sigma_w^2), \forall k$. Using the pilot-based MMSE estimator highlighted in [5], a receiver recovers the transmitted signal $\hat{s}$ and its expected tag $\hat{t}_i = f(k, \hat{s}, i)$. The receiver determines if it is one of the ‘selected’ receivers by verifying the presence of its tag in the residue

$$r = \frac{1}{\rho_t}(\hat{x} - \rho_s\hat{s}) = \sum_{i \in \mathcal{M}_c} t_i + \frac{1}{\rho_t |h|^2} w.$$ (6.1)

The receiver obtains the test statistic $\tau_j$ by applying a matched filter to the residue with the estimated tag, $\tau_j = \hat{t}_j^H r$. The receiver performs a threshold test with hypotheses

$$H_0 : \hat{t}_j \text{ is not present in } r$$

$$H_1 : \hat{t}_j \text{ is present in } r.$$ (6.2)

Assuming perfect channel estimation ($\hat{h} = h$) and tag estimation ($\hat{t} = t$), we obtain the statistic for the two scenarios when the tag $t_j$ is present vs. not present as follows

$$\tau_j = \sum_{i \in \mathcal{M}_c} t_j^H t_i + \frac{1}{\rho_t |h|^2} t_j^H w$$ (6.3)

$$= \sum_{i \in \mathcal{M}_c} t_j^H t_i + w_i.$$ (6.4)
Since $t_j = \{-1, 1\}^L$, the noise term $w^t$ can be viewed as a sum and difference of $L$ components, $w_i$, of $w$. As these are assumed to be iid Gaussian, we see that

$$w^t \sim CN\left(0, L \frac{1}{\rho^2} \frac{\sigma^2_w}{\sigma^2_h}\right).$$

For the first term, firstly we consider the scenario where $t_j \in M_c$. Clearly,

$$\sum_{i \in M_c} t_j^H t_i = t_j^H t_j + \sum_{\{i \in M_c, i \neq j\}} t_j^H t_i = L + \sum_{\{i \in M_c, i \neq j\}} t_j^H t_i.$$

For $i \neq j$, $t_j^H t_i = \sum_{r=1}^L b_r$, where $b_r$ is a random variable, such that $P(b_r = 1) = P(b_r = -1) = 1/2$. Thus

$$\sum_{\{i \in M_c, i \neq j\}} t_j^H t_i = \sum_{r=1}^{L(K-1)} b_r \sim N(0, L(K-1)).$$

Note that the Normal approximation holds accurately for only large values of $L, K$, via the Central Limit Theorem, which will be true for most instances of our system. In the event that this is not the case, we may further add a small error term without much change to the analysis.

Proceeding as above, we may obtain the distribution for the case when $j \notin M_c$ as

$$\sum_{i \in M_c} t_j^H t_i \sim N(0, LK).$$

Thus, conditioned on $t_j$, the distribution of $\tau_j$ for the tagged and non tagged scenarios is

$$\tau_j|H_1 \sim N(L, L(K-1) + \gamma t L)$$

$$\tau_j|H_0 \sim N(0, LK + \gamma t L),$$

(6.5)
where \( \gamma_t = \frac{1}{2p_t} \frac{\sigma_w^2}{\sigma_h^2} \), since we use just the real component of \( w^t \) for decision making.

The receiver performs a simple threshold test as

\[
\tau_j \gtrless_{H_0} \tau_{th}.
\]  

(6.6)

Clearly, the scheme leads to a small degradation in the performance of transmission of the symbol \( s \). However, most practical communications are conservatively designed to operate in a variety of environments. We claim, based on the application and the operating environment, we can tune \( \rho_s \) such that the perceivable degradation is negligible.

For the system, \( K \in \{1, \ldots, K_{\max}\} \). The value of \( K_{\max} \) is determined by the acceptable probabilities of error in detecting the tags. For the above hypotheses, we may write the probability of false alarm \( (P_{fa}) \) and missed detection \( (P_{md}) \) as

\[
P_{fa} = \Phi \left( -\frac{\tau_{th}}{\sqrt{LK + L\gamma_t}} \right)
\]  

(6.7)

\[
P_{md} = \Phi \left( \frac{\tau_{th} - L}{\sqrt{L(K - 1) + L\gamma_t}} \right),
\]  

(6.8)

where \( \Phi(\cdot) \) is the Gaussian cdf function. Let \( \rho_s^{\text{min}} \) denote the minimum power allocation to the signal without perceivable QoS degradation. Thus we obtain

\[
\rho_t^2 = \frac{(1 - \rho_s^{\text{min}}^2)}{K_{\max}}.
\]  

(6.9)

Thus, we select the value of \( K_{\max} \) such that

\[
\max_K P_{fa} \leq p_1, \text{ and } \max_K P_{md} \leq p_2.
\]  

(6.10)

The max constraint typically leads to a conservative selection of \( K_{\max} \). For system design, where we may calculate the distribution of \( K \), (e.g. \( K \sim \mathcal{U}(K_{\max}^{-1}) \)),
we may relax the constraints to

\[ P_{fa} \leq p_1, \text{ and } P_{md} \leq p_2, \]

where the false alarm and missed detection probabilities are computed over distribution of \( K \). We demonstrate via simulations in Section 6.3.1 that such criteria can be satisfied for several design parameters.

6.3.2 Security Properties

We emphasize that due to the low power of the tag, for an adversary, identifying the set \( \mathcal{M}_c \) by decoding the tag components is difficult. Further, without knowledge of the key \( k \), the adversary is unable to perform matched filtering on the residue to verify the presence of specific tags. The best strategy for the adversary is to perform statistical tests on (6.1). We prove that this yields insufficient information, even to accurately estimate the number of selected nodes. We highlight the security properties of the framework.

6.3.2.1 Determination of elements of \( \mathcal{M}_c \)

Consider (6.1) to estimate the tag. As each component of the tag \( t_i = \{t_{i1}, \ldots, t_{iL}\} \) is independent, we may consider estimation of each component separately from (6.1). For the \( j \)’th component,

\[ r_j = \sum_{i \in \mathcal{M}_c} t_{ij} + w_j'. \]

The adversary estimates a noisy version of the tags \( \hat{T}_j \approx \sum_{i \in \mathcal{M}_c} t_{ij} \). Let us assume that the adversary estimates \( \hat{T}_j \) perfectly and has knowledge of the number of
components $K$. Even so, the probability that the adversary correctly reconstructs even a single tag, $t_j$, $j \in \mathcal{M}_c$, can be shown to be $K^{-L}$.

However, it is important to observe that the estimate $\hat{T}_j$ is obtained from a very noisy measurement. Thus the error in such an estimate would be large. Further, the number of components in the selected set, $K$, will be unknown to the adversary. This significantly reduces the probability of correctly decoding the tags. In traditional systems that utilize cryptographic primitives, successive uses of the primitive need to be seeded with random parameters to achieve security guarantees. The inability of the adversary to reconstruct the tags decreases the overhead of refreshing random seeds. This is a significant advantage as synchronization of randomness sources in such distributed networks can be difficult.

6.3.2.2 Determination of $K$

We argue that given the adversarial observation, it is difficult to estimate even the number of tags embedded. We consider the parameter $K = |\mathcal{M}_c|$ to be the underlying parameter in our observation. The adversary observes

$$Y_j = \sum_{\{i \in \mathcal{M}_c\}} t_{ij} + w'_j = T_j + w'_j, \quad j = 1, \ldots, L$$

(6.11)

It can easily be seen that the random variable $T_j$ has the distribution

$$\mathbb{P}(T_j = K - 2t) = 2^{-K} \binom{K}{t}$$

(6.12)
As \( w_j' \sim \mathcal{N}(0, \gamma_t) \), we may write the density of \( Y_j \), \( \forall j \) as

\[
p_Y(x) = 2^{-K} \sum_{t=0}^{K} \binom{K}{t} \mathcal{N}(x; K - 2t, \gamma_t) \tag{6.13}
\]

\[
= \frac{2^{-K}}{\sqrt{2\pi\gamma_t}} \sum_{t=0}^{K} \binom{K}{t} \exp \left( -\frac{1}{2\gamma_t} \left( x - (K - 2t) \right)^2 \right) \tag{6.14}
\]

We can see that (6.14) essentially represents the Gaussian mixture model of \( K \) components with identical variances but different means. Such problems have been studied for several years in the context of biological systems or clustering problems in computer vision. However, for components that are close (as in our scenario), this estimate error is known to be large. A variety of methods [98–100] may be used to estimate \( K \). We highlight some results in Section 6.4.

To see analytically the performance of the estimator, we may perform a coarse approximation and assume \( T_j \) to have Normal distribution, i.e. \( T_j \sim \mathcal{N}(0, K) \). Thus the estimation problem reduces to estimating \( K \) from \( L \) observations of \( y_j \) with distribution \( Y_j \sim \mathcal{N}(0, \gamma_t + K) \). From [101], the lower bound for the variance of the best estimator can be computed to \( \text{Var}_K[\hat{K}] \geq \frac{2(\gamma_t + K)^2}{L} \). Though this is was based on the Normal approximation of \( T_j \), we can see that the order of the error is \( (\gamma_t + K) \) when the number of components is \( K \). Thus the adversary is unable to gain much information about the estimate of \( K \).

Thus using the proposed tagging scheme, we can selectively identify a subset of nodes without leaking any information to the adversary.

**Remark:** Under the assumption of a shared key, this goal can be trivially achieved by symmetric key encryption, wherein the central node encrypts the identity of the nodes in \( N_s \) and transmits the signal. However, the current framework provides
several advantages over the standard encryption methodology.

- Our method ensures that the total bandwidth and power per packet does not change. For encryption based methods, as the identities are transmitted with the same QoS as data, increased power and bandwidth are required. While for each packet, the gain may not be significant, for schemes where such packets are sent periodically, the savings over the lifetime of a node would be significant.

- Our method prevents leakage of even empirical data such as the number of paged nodes. To achieve a similar effect using encryption, each packet would have to be padded to a consistent length, thus incurring an increased overhead.

- Using our method, the signal can be overlapped over any existing protocol message, rather than requiring the design of new messages. For example, even periodic ‘HELLO’ or ‘ALIVE’ transmissions in a sensor network could be used to convey the desired information.

- Our method prevents the adversary from performing attacks like relaying or recording and replaying. This is due to the fact that re-transmission of the packets destroys the embedded identity information. This was further presented in [67].

We observe that the error guarantees provided by our scheme are not comparable to cryptographic methods. However, based on the specific application, the
parameters of the scheme may be selected to ensure no degradation in the application metrics.

A similar framework was proposed by [102] to preserve the privacy in the paging channel in LTE systems. Though similar, the design criteria and constraints required for that system are significantly different. Our framework is more general. The system in [102] can be considered as a specific case of our framework.

6.4 Simulation Results

We demonstrate the security properties and the influence of design parameters of the scheme via MATLAB simulations. First we consider identification of critical parameters of system design. We then utilize the optimal range of the selected parameters, and illustrate the security properties of the scheme.

6.4.1 Parameter Selection

The performance of the scheme is highly dependent on the selection of the system parameters. We consider a system operating with a 10% power margin, i.e. selection of $\rho_s^2 \geq 0.9$ is sufficient to maintain the desired QoS. Thus from (6.9), we have $\rho_t^2 \cdot K_{max} = 0.1$. The requirement for maximum number of selected nodes, $K_{max}$, is based on the system configuration and topology. An increase in $K_{max}$, while decreasing query latency, adversely impacts system performance. We simulate our system for varying $K_{max}$.

In Fig. 6.1 we illustrate the variation in the probabilities of false alarm and
Figure 6.1: Maximum and total probability of false alarm and missed detection with variation in maximum number of selected nodes (SNR, L, \( K_{\text{max}} \cdot \rho^2_t \)) = (a) (10, 128, 10%), (b) (5, 256, 10%), (c) (10, 256, 10%), (d) (5, 512, 10%),
missed detection with increasing $K_{\text{max}}$. We select the optimal decision threshold in (6.6) based on ‘minmax rule’ (minimizing the max{$P_{fa}, P_{md}$}), rather than fixed bounds. Assuming a 7% tolerable false alarm and missed detection, we observe that for tag length $L = 256$ symbols, we may select a maximum of 14 nodes. Assuming, that the application induces a uniform distribution over the number of selected nodes at each time instance, i.e. $K \sim U(K_{\text{max}}^{-1})$, we may relax the constraints, and accommodate a maximum of 20 nodes.

Further, we observe that an increase in the tag length $L$ allows for a higher number of selected nodes, while maintaining false alarm and missed detection rates. For example, a system with maximum of 20 nodes only incurs an overhead of 4% (or 2% for the uniform scenario). However, this can adversely influence the security properties of the scheme as the adversary obtains a greater number of samples for estimation of covert parameters.

### 6.4.2 Security Properties

Clearly, determination of the individual nodes selected, without knowledge of the group key $k$ is not feasible. This is guaranteed trivially by the security properties of the tag generation function. Here, we demonstrate that the proposed method is robust to leakage of empirical information such as the number of nodes selected.

As discussed in Section 6.3.2.2, determination of $K$ is equivalent to determination of the number of components (clusters) in a Gaussian Mixture Model, which is known to be difficult. However, we remark that in our scenario, the location of the
cluster heads may be determined apriori based on the number of assumed clusters, thus reducing the parameter space. Though this reduces the complexity of estimation process, the influence observation noise is sufficient to distort the estimate and preserve security of the scheme.

Assuming the adversary has knowledge of the channel conditions and system parameters, we perform the maximum likelihood estimation of the number of selected nodes as

$$K^* = \arg \max_K \sum_{i=1}^{L} \log \left( 2^{-K} \sum_{t=0}^{K} \binom{K}{t} \mathcal{N}(x_i; K - 2t, \gamma_t) \right)$$ (6.15)

Using optimal parameter values determined in the previous section, we perform Monte Carlo simulations for varying number of selected nodes. In Fig. 6.2 we illustrate the probability distribution of the estimated number of selected nodes in the different scenarios. The color gradient represents variations in the distribution. It can be seen that even in the high SNR scenario, for $L = 128$ and $L = 256$, the distribution of the estimate in neighborhood of the mean is close to uniform for any number of selected nodes. As we can observe, the size of the neighborhood decreases as we increase $L$, indicating an adversarial advantage for larger tag lengths.

We tabulate the performance parameters of the estimator and associated error in Tables 6.1 and 6.2. We observe that though the estimates are unbiased (approximately), the system suffers from large variance. This results in a large probability of error. We observe that for $L = 128$, the probability of error is close to 90% for all node configurations. As we increase the tag length, the variance and probability of error decrease. However, even for $L = 512$, the estimation error is sufficiently high
Figure 6.2: Probability distribution for estimation of number of components for (a) $L = 128$, (b) $L = 256$ (c) $L = 512$
<table>
<thead>
<tr>
<th>K</th>
<th>Mean</th>
<th>Var</th>
<th>MMSE</th>
<th>$P_{err}$</th>
<th>Mean</th>
<th>Var</th>
<th>MMSE</th>
<th>$P_{err}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6.6112</td>
<td>5.8061</td>
<td>8.4021</td>
<td>0.4385</td>
<td>6.1635</td>
<td>3.1448</td>
<td>4.4987</td>
<td>0.4224</td>
</tr>
<tr>
<td>6</td>
<td>7.1351</td>
<td>7.4085</td>
<td>8.6968</td>
<td>0.9075</td>
<td>6.7254</td>
<td>4.4870</td>
<td>5.0131</td>
<td>0.8632</td>
</tr>
<tr>
<td>7</td>
<td>7.7728</td>
<td>8.8934</td>
<td>9.4905</td>
<td>0.9098</td>
<td>7.4605</td>
<td>5.9470</td>
<td>6.1592</td>
<td>0.8705</td>
</tr>
<tr>
<td>8</td>
<td>8.4053</td>
<td>10.0334</td>
<td>10.1976</td>
<td>0.9114</td>
<td>8.2211</td>
<td>7.0725</td>
<td>7.1214</td>
<td>0.8743</td>
</tr>
<tr>
<td>9</td>
<td>9.0751</td>
<td>10.6703</td>
<td>10.6759</td>
<td>0.9138</td>
<td>9.0445</td>
<td>7.7131</td>
<td>7.7151</td>
<td>0.8812</td>
</tr>
<tr>
<td>10</td>
<td>9.7128</td>
<td>10.8895</td>
<td>10.9720</td>
<td>0.9153</td>
<td>9.8384</td>
<td>7.9363</td>
<td>7.9624</td>
<td>0.8822</td>
</tr>
<tr>
<td>11</td>
<td>10.3719</td>
<td>10.5246</td>
<td>10.9191</td>
<td>0.9175</td>
<td>10.6622</td>
<td>7.4658</td>
<td>7.5800</td>
<td>0.8871</td>
</tr>
<tr>
<td>12</td>
<td>10.9535</td>
<td>9.7204</td>
<td>10.8155</td>
<td>0.9172</td>
<td>11.3598</td>
<td>6.6790</td>
<td>7.0889</td>
<td>0.8836</td>
</tr>
<tr>
<td>13</td>
<td>11.4899</td>
<td>8.7241</td>
<td>11.0046</td>
<td>0.9225</td>
<td>12.0006</td>
<td>5.5833</td>
<td>6.5823</td>
<td>0.8897</td>
</tr>
<tr>
<td>14</td>
<td>11.9849</td>
<td>7.4497</td>
<td>11.5103</td>
<td>0.4790</td>
<td>12.5451</td>
<td>4.2675</td>
<td>6.3842</td>
<td>0.4563</td>
</tr>
</tbody>
</table>

Table 6.1: Error in estimation of number of selected nodes for various tag lengths, $L = 128, 256$
Table 6.2: Error in estimation of number of selected nodes for various tag lengths,
$L = 512$

to preserve covertness for all possible choices of nodes. Though the estimation error
decreases for the extreme values of $K$, we can avoid these scenarios by over-design
of the system and limiting the usable set of values to exclude the extremes.

In Fig. 6.3, we plot the distribution of the estimates for different values of $K$.
For perfect covertness, the distributions should be uniform. Though not uniform,
we observe that for the values of interest, the difference between the maximum and
minimum probabilities is small. Further, as we increase the tag length, the distri-
bution deviates further from uniform, signifying a gain in adversarial advantage.
However, even in the best scenario of $L = 512$, the advantage is insignificant to be
of practical use.
Figure 6.3: Probability distribution for estimation of number of components for different symbol lengths with variation in number of selected sensors (a) $K = 7$, (a) $K = 9$, (a) $K = 11$, (c) $K = 13$
6.5 Discussion

In this chapter, we considered the security aspects of data aggregation and fusion networks. Even for a simple eavesdropping adversary, the security overhead can be significant. We discussed a technique to create a ‘pseudo-adversarial’ partition in the network to obfuscate the adversarial view.

Further, we discussed an efficient method to create such a partition in the network, by covertly querying a small subset of nodes from a large group of nodes communicating over a wireless medium. We utilized a physical layer watermarking scheme to query the nodes. This enables the central entity to partition the network into multiple levels without the knowledge of an external adversary.

The usage of the scheme is highly dependent on the network constraints and the fusion algorithm. Though we have discussed the scheme in context of centralized entity, it can be easily extended to clustering scenarios by recursive application to cluster heads. The performance of the scheme is highly dependent on the parameters. This allows a system designer to adapt the proposed method based on system requirements and performance constraints.
Chapter 7: Conclusion and Future Work

7.1 Conclusion

We initiated our work by discussing a few examples of adversarial scenarios, not addressed efficiently by current security techniques. Our goal was to identify properties unique to current system, and develop frameworks that address their security requirements in an efficient manner. In this dissertation, we pursued two distinct directions towards this goal. Firstly, we considered the notion of trust in distributed systems. As discussed in several sections, trust enables a systems engineering view of the security of existing protocols and systems. This allows the decomposition of the system into small sub-components for measuring adversarial influence and developing mitigation strategies.

The complexity of current systems, and the desired adaptive behavior, renders it difficult to verify the security of the system under all possible operating conditions. The systems view simplifies this, and enables identification of components influenced by a specific adversary. These detection techniques can be reused across systems that share the component. Further, this view allows the mitigation process to be simplified by substitution of a secure version of the affected component, rather than the entire system. Similar to detection, this allows the secure components to be
reused across systems.

We presented methods to utilize physical layer properties of the communication channel to measure trust in the neighborhood discovery component, common to several ad-hoc routing schemes. Further, we discussed techniques to combine the trust for different components, and from different detectors, into a single metric. We further illustrated methods for distribution of locally obtained trust, such that nodes in the network have a uniform view of adversarial behavior. Finally, we discussed strategies for mitigation of adversarial behavior by manipulation of the protocol timers to select secure routes.

In the second direction, we considered the role of hierarchy in the functional goal of the network. Components of a system have different roles in the overall objective, and thus represent a different value to the adversary. We provided examples of several systems where such a hierarchy exists naturally. We demonstrated the mapping of security of the network to preserving the privacy of the hierarchical structure. We demonstrated that in the absence of knowledge of key components of the network, an adversary can do little damage. We defined a framework to capture the security-privacy mapping, and designed a scheme to preserve the structural privacy.

Further we identified scenarios where only a subset of the network is required to satisfy the overall objective. In such scenarios, the remaining nodes may be utilized to obfuscate adversarial view. We demonstrated that such an artificial hierarchy, when unknown to the adversary can be used to guarantee security. We defined a framework to create such a hierarchy in a privacy preserving manner.
The directions explored in the dissertation yield several interesting problems. We have addressed a few of these to demonstrate the utility and feasibility of our view. This can be significantly strengthened by establishing connections to recent results by other authors. In the remainder of this chapter, we provide intuitive connections and results that may be explored for future research in these directions.

7.2 Trust Generation

In Chapter 2 we emphasized the advantages of viewing trust from a perspective of ‘link’ trust and ‘node’ trust. We proposed methods to derive link trust using physical layer techniques in the single antenna scenario. Here, we suggest some other methods to utilize the physical layer characteristics. Further, we had provided an overview of a method for generation of ‘node trust’. We provide further intuition to this method. Lastly, we discuss the role of feedback in this process.

7.2.1 MIMO Scenario

Several authors have demonstrated techniques to embed deliberate fingerprints in MIMO systems, e.g. [8,103]. The proposed techniques, similar to the single antenna case, depend on the channel between the transmitter and receiver, and thus may be used to detect the presence of relay adversaries. Multiple antennas provide a higher degree of freedom for embedding the watermark, and can intuitively provide robust characteristics. However, the presence of multiple antennas on an adversary also provides a gain in adversarial performance. One direction of work towards this
may be to identify feasible multi-antenna scenarios and quantify the achievable gains for those scenarios.

### 7.2.2 Multiple Transmission Scenario

One of the assumptions for our proposed scheme is the existence of a contention resolution mechanism to ensure a single transmission at any time instance. However, this is an inefficient use of the channel resources. Several promising results in implementation of practical systems that utilize full-duplex transmission, e.g. [104,105], would violate our assumptions, making the scheme infeasible for future systems. Further, efficient methods of neighborhood discovery, e.g. [106], allow transmission of signals by interfering transmitters. Adaptation of the proposed scheme to consider these scenarios remains an unsolved issue that is critical for future systems.

### 7.2.3 Influence of Quantization

In our work, we have provided an experimental demonstration of the influence of quantization on the system performance for trust generation. However, for robust system design methodology, it is critical to derive analytical relationship between performance and parameter selection. Further, the usage of channel symmetry is based on simple quantization. Improvement in methods to generate keys using channel properties, e.g. [107], may be utilized to develop more complex methods for comparison of randomness, thus enhancing the speed of the system.
7.2.4 Node Trust

In Section 2.5, we presented a brief overview of the use of FSMs to establish node trust. Instead of using the ideal protocol definition to evaluate node behavior, we may instead define the notion of relative trust to measure the deviation of the observed node from the state of the observing node. Intuitively, this is useful as the behavior of a node is always constrained by its own state. This can be realized by the nodes constructing their own state machines through local observations, and upon request, exchanging the state machine descriptions to verify other nodes. As this is agnostic to the ideal protocol definition, it may be performed at different level of granularity of the state machine description, and be based on the particular implementation. For example, on two nodes using the same software environment, a sequence of system calls may yield a useful comparison, though it is reveals little information about ideal protocol executing on the nodes.

Intuitively, this requires the following tools; method to observe the local state machine, method to exchange the state machines, and methods to compare the state machines. The extraction of a state machine from either the traces of a program or its source code is considered as a difficult problem. However, for limited scenarios, e.g.: Java code or TinyOS code, methods for extraction of high level FSM have been demonstrated in [108, 109]. Further, work has been done in context of cognitive radios, by the Wireless Innovation Forum, for specification of a common language to exchange FSMs. This has been demonstrated using OWL by authors in [110].

Finally, for comparison of the exchanged data, we may utilize results from
model checking for detecting anomalous behavior, e.g. [111][112]. Though these primarily focus on detecting anomalous patterns in a given machine, they may be extended to the scenario of comparing two different state machines.

Figure 7.1: Example flow for remote attestation of FSMs

Further, we may strengthen the overall procedure by the use of secure hardware architectures such as the TPM/MTM, e.g. [113]. A suggested flow to establish a chain of trust is illustrated in Fig 7.1. This is composed of the following stages,

- The secure hardware measures and stores the initial boot code of the mobile device.

- The hardware, then measures and launches the code for extraction and reporting of the FSMs. Since this code is assumed to be signed, it can be easily verified or certified.

- The code monitors the state machine of the involved protocols. Upon request, the state machine, along with the measurement of the boot code and FSM
monitor (extractor) is signed by the MTM and reported.

7.2.5 Feedback

Feedback and interactions between various layers for generation and utilization of trust can considerably strengthen the overall framework. An advantage of using trust is the ability to incorporate such feedback between components that utilize the trust and components that generate trust.

Figure 7.2: Feedback between different components and layers

![Feedback diagram](image)

Fig. 7.2(a) illustrates an example of the feedback between different layers. Usage of trust metrics to secure routing has already been discussed in this dissertation. However, we may further feed back information about the selected paths, to adapt (strengthen) the parameters of trust generation along the path. This may be in the form of trust evaluation mechanisms or actual physical layer parameters (modulation and coding schemes) to improve the overall reliability of the network.

In another example, depicted in Fig 7.2(a), we consider the scenario of combination of trust from multiple detectors. Information about detector outputs not aligned with the overall trust outcome of a node (or link) may be fed back to the trust generation layer to modify detector parameters.
7.3 Usage of Trust

In Chapter 4, we demonstrated the usage of link trust by modification of protocol timers, to secure the route discovery phase of the routing protocol. However, the proposed modifications were argued intuitively, and results were demonstrated experimentally. Here, we suggest some enhancements that may be done to the proposed framework and discuss other scenarios where the framework may be applicable.

7.3.1 Extension to Other Function Classes

We considered three classes of functions, with variable parameters, to use on the basis of the network topology and desired delay characteristics. For application to real systems, we require an analytical framework to identify good operating parameters. Towards this end, we may explore the following directions:

- Demonstrate via simulations (static and dynamic), the applicability of the framework to other reactive and proactive routing algorithms such as BATMAN, DSR, OLSR.

- The primary advantage of the framework is the ability to order paths from a source to a destination based on trust, the existing traffic through the intermediate nodes, and relative path length. It would be beneficial to obtain analytical relations between the path delay profiles and choice of function.

- Obtain analytical expressions for the overhead introduced due to the scheme.
7.3.2 Application to Other Attacks

The proposed framework demonstrates the manipulation of a seemingly un-related component of the routing protocol to guarantee the use of trusted paths. This notion may be applicable to other scenarios where the notion of trust can be developed. As an example, consider the scenario discussed in [34, 35], where the node steals bandwidth by manipulating protocol timers. In such a scenario, let the trust metric denote a measure of the deviation in the protocol timers. An effective mitigation strategy may be to allocate bandwidth, or corresponding RTS-CTS packets, as a function of the trust. This ensures that more deviant adversaries receive a smaller fraction of the bandwidth, effectively mitigating adversarial behavior.

A similar attack has been discussed in [114], in context of LTE networks, on the Random access channel (RACH). This behavior can be quantified using a trust metric. Policies based on the value of this trust may be implemented in LTE networks at several control points, e.g.: base station access control (eNodeB), policy engine (PCRF).

7.4 Structural Privacy

In Chapters 5 and 6 we discussed the role of protection of structural privacy of the network to achieve the security objectives. We illustrated our proposed framework in context of distributed Kalman Filtering systems. Further, we considered information fusion systems that utilize only a subset of the nodes, and demonstrated a method to guarantee security by creating a partition of ‘pseudo adversaries’ in a
privacy preserving manner. Both our examples were based on certain assumptions. Here we provide some potential research directions by relaxing those assumptions.

7.4.1 Convergence

For our example, we assumed the process of trust propagation to operate at a faster timescale than the Kalman updates, i.e. the trust values converged to a stable value before the next iteration of the Kalman filter. This restricted the influence of the false alarms and missed detections, introduced by the watermarking scheme, only to the steady state trust values.

However, this may not be the scenario in all systems. Based on network diameter, the time scales for the two processes may be comparable. For slow updates to the trust value, the influence of missed detections and false alarms may increase and may lead the system to converge to a false state. It remains to study the relative timescales, and correspondingly, the acceptable probabilities of error that may ensure system convergence to the correct state.

7.4.2 Node Capture

One of the restrictive assumptions in our adversary model was the inability of the adversary to capture the nodes. Leakage of the shared secret would render the watermarking scheme ineffective. However, the recent emphasis on utilization of secure hardware to store cryptographic keys, e.g. MTM [113], used with a trusted execution environment, e.g. TrustZone [115][116], may alleviate such constraints.
However, for such a system, components of the proposed framework would be executed in a ‘trusted execution environment’, that introduces processing and energy overhead. For practical implementations, it would be beneficial to identify the smallest components of the framework that may be executed in the TEE, such that it maintains security, while ensuring minimal overhead.

7.4.3 Fusion in General Networks

For the scenario of information fusion networks, we demonstrated a strategy to select a subset of nodes when system efficiency was achieved by geographic sampling. However, this constitutes a small subset of the practical networks. A similar strategy may be applied over time in networks that use compressive sensing to increase efficiency. However, the influence of error probabilities of the proposed framework for such cases need to be evaluated.

In our example, we assumed a single hop scenario. Intuitively, it would be easy to extend the framework to multi-hop scenarios by recursive application of the framework to cluster heads. However selection of noise functions and the choice scheme parameters needs to be evaluated by using practical multi-hop systems.

Further, we assumed no leakage of the strategy of the fusion center to increase system efficiency. Partial information about strategies, based on statistical properties of the observed phenomenon, may be available to the adversary as well. This can lead to several interesting scenarios and needs further investigation.
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