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Chapter 1: Introduction

Observational cosmology has taken significant strides to fulfill its ultimate goal: to reconstruct the entire history of the universe. Whereas the simple conditions of the early universe are manifested in the cosmic microwave background (CMB), powerful telescopes reveal a seemingly mature population of galaxies already existing when the universe was merely \(~500\) million years old. At some earlier stage, gas had to condense into galaxies, stars and black holes, transforming the hitherto dark featureless universe into one of an increasingly complex state. These objects were able to convert mass into energy according Einstein’s famous equation \(E = mc^2\) and thus began filling the universe with electromagnetic radiation. This radiation, accumulated over the entire cosmic history, gives rise to the cosmic infrared background (CIB) that can be observed today. The CIB therefore probes galaxy evolution from the early universe to the present epoch and contains information about objects inaccessible to current telescopes.

Shortly after the discovery of the CMB, the fundamentals of the CIB were laid out by Partridge & Peebles 1967 who predicted\(^1\) its level (1). It was not until much later that CIB investigations became an empirical science as measurements

\(^1\)Despite a number of assumptions, their calculation came remarkably close to the actual levels.
needed to be conducted from space in the absence of the Earth’s atmosphere. Even from space however, foregrounds from the Solar System and the Galaxy present a great challenge for uncovering the CIB. The first instrument entirely devoted to the CIB was *The Diffuse Infrared Background Experiment* (DIRBE) on board the COBE satellite, launched in 1989. It provided the first reliable measurements and marked the beginning of the observational CIB era. Since DIRBE, various observatories have provided a wealth data that has allowed us to probe the CIB using multiple techniques: direct flux measurements, galaxy counts, angular fluctuations and interactions with high energy $\gamma$-rays. In spite of these efforts, many questions remain unanswered. For example, we still do not know the absolute flux of the CIB and how much originates in the early universe; there is a long-standing tension between the CIB flux and upper limits inferred from extragalactic $\gamma$-ray studies (see Chapter 3); we see a large scale clustering signal in the CIB fluctuations that is inconsistent with any known types of sources (see Chapter 2). This dissertation aims to shed light on these issues through a better understanding of the fluctuations in the unresolved CIB and through complementary insights from high energy astrophysics.

1.1 Theoretical Background

1.1.1 Cosmological Paradigm

In the late nineteen twenties, George Lemaitre discovered that the universe is expanding. He noticed that galaxies are rushing away from us with velocities ($v$) that are proportional to their distance ($d$), a relation that has historically been accredited
to Edwin Hubble and called *Hubble’s law* \[ (2.3.1) \]

\[
v = H_0 d
\]

where \( H_0 \) is the *Hubble constant*, measured today to be approximately \( \approx 70 \text{ km s}^{-2}\text{Mpc}^{-1} \). Had the universe always expanded at this rate, then all matter should have been concentrated at the same point \( H_0^{-1} = 1.4 \times 10^{10} \) years ago suggesting that the universe may have had a beginning. The discovery ultimately led to the Big Bang theory, a tremendously successful theory describing the beginning and evolution of the universe out of a very dense state.

Einstein’s theory of general relativity provides a framework for describing the universe as a whole. In what is called *the cosmological principle*, the universe is isotropic and homogeneous on largest scales. The *metric* for homogeneous and isotropically distributed matter is the Friedmann-Lemaître-Robertson-Walker metric (FLRW), which can be written

\[
ds^2 = -dt^2 + a^2(t) \left[ \frac{dr^2}{1 - kr^2} + r^2 (d\theta^2 + \sin^2 \theta d\phi^2) \right]
\]

where \( a(t) \) is the *scale factor* of the universe representing the expansion with time, \( t \), and \((r, \theta, \phi)\) are spherical coordinates. The constant \( k \) describes the geometry of the universe, taking on a value 1 for a closed universe, 0 for a flat universe, and \(-1\) for an open universe. Points at rest remain at fixed coordinates \((r, \theta, \phi)\) but the physical distance between them increases with time, governed by \( a(t) \). As photons
travel through an expanding universe, they are stretched such that their observed wavelengths become larger than their emitted wavelengths, shifting them towards the red part of the spectrum. The stretching factor can therefore be defined as the redshift \( z \)

\[
1 + z = \frac{\lambda_{\text{obs}}}{\lambda_{\text{em}}} = \frac{1}{a}
\]  

(1.3)

where we have set the scale factor at the present day to \( a_0 = 1 \). For low redshifts, the standard Doppler formula applies i.e. \( z \approx v/c \) and the recession velocities of galaxies can be derived from emission/absorption lines in their spectra. The redshift (and the scale factor) is therefore a direct measure of the expansion of space since the photons were emitted.

For the FLRW metric (Equation [1.2]), the Einstein equations of general relativity yield the Friedmann equation (e.g. ref. [2])

\[
H^2(t) = \left( \frac{\dot{a}}{a} \right)^2 = \frac{8\pi G}{3} \rho - \frac{k}{c^2 a^2}
\]  

(1.4)

relating the expansion of the universe, \( H(t) \), to its energy content, \( \rho \). The energy (and matter) density of the universe has three types of components: matter, radiation, and vacuum energy (or a cosmological constant), such that the net density is \( \rho = \rho_m + \rho_r + \rho_\Lambda \). For the equation of state of each component, \( p = p(\rho) \), energy conservation shows how they evolve with time

\[
\Omega = \Omega_m a^{-3} + \Omega_r a^{-4} + \Omega_\Lambda
\]  

(1.5)
where we have defined the ratio of the total density to the critical density \( \Omega = \rho / \rho_{\text{crit}} \) with \( \rho_{\text{crit}} = 3H^2/8\pi G \). The Friedmann equation combined with Equation 1.3 then gives

\[
H(z) = H_0 \left[ (1 + z)^3\Omega_m + \Omega_\Lambda + (1 + z)^4\Omega_r + (1 + z)^2\Omega_k \right]^{1/2}
\]

(1.6)

where \( \Omega_k \equiv -k/H_0^2 \). Note, that \( \Omega_m \) contains both dark matter and ordinary matter (baryons). In the standard hot Big Bang model, the universe is initially dominated by radiation and transitions to matter domination at \( z \sim 10^4 \). The standard \( \Lambda \)CDM cosmology refers to the state of the current universe which is dominated by cold dark matter and dark energy \( \Omega_{\text{CDM}} + \Omega_\Lambda \simeq 0.95 \). For all epochs of interest in this dissertation, radiation is negligible and curvature is measured to be close to zero.

For a given set of cosmological parameters the redshift can be used as a universal timekeeper. The exact relation between redshift and cosmic time follows from Equation 1.3 and 1.4

\[
\frac{dt}{dz} = -\frac{a^2}{a} = -\frac{1}{H_0(1 + z)\sqrt{(1 + z)^3\Omega_m + \Omega_\Lambda + (1 + z)^4\Omega_r + (1 + z)^2\Omega_k}}
\]

(1.7)

The latest CMB measurements provided by the Planck satellite find the best-fit cosmological parameters \((h, \Omega_m, \Omega_\Lambda) = (0.678, 0.308, 0.692)\) and \((\Omega_r, \Omega_k) \simeq 0\).

The levels and structure of the CIB depend on the history of energy produced by the baryonic component of the universe. The baryonic evolution is governed by the gravitational growth of density inhomogeneities, that both depends on the nature of dark matter and the cosmological parameters. Observations of the CMB
reveal a very uniform early universe with density fluctuations of roughly one part in $10^5$. Gravitational instabilities cause these small fluctuations to grow with time, ultimately leading to the clumpy universe of galaxies and clusters we see today. Imposing perturbations to the uniform expansion, $\delta \equiv \delta \rho(\vec{x})/\bar{\rho}$, one can show that small fluctuations $\delta \ll 1$ grow according to the linear differential equation (e.g. refs. 6-7)

$$\ddot{\delta} + \frac{2}{a} \dot{\delta} - 4\pi G \bar{\rho}_m \delta = 0$$

where $\bar{\rho}_m$ is the average matter density. In a flat, matter dominated universe, fluctuations simply grow as $\delta \propto a(t)$. The density field $\delta(\vec{x})$ is often described in terms of the power spectrum $P(k) = \langle |\delta_k|^2 \rangle$ where $\delta_k$ is the Fourier transform of $\delta(\vec{x})$ and $k$ is the wavenumber. Figure 1.1 shows the evolving three dimensional power spectrum as a function of wavenumber. In the most general models, inflation produces a power spectrum $P(k) \propto k^n$ with $n \approx 1$. During the radiation dominated era, fluctuations do not grow inside the horizon $c/H^{-1}$ and the power spectrum turns over at the horizon scale at matter-radiation equality, asymptoting to $P(k) \propto k^{-3}$ towards small physical scales. On the smallest scales, the power spectrum changes as the growth of perturbations becomes non-linear.

The power spectrum is normalized by the variance observed in the density field over a sphere of $8 \ h^{-1}\text{Mpc}$, measured today to be $\sigma_8 = 0.86$. The variance over a sphere of radius $R = (3M/4\pi\bar{\rho})^{1/3}$ is

$$\sigma^2(M) = \frac{1}{2\pi^2} \int P(k) \left( \frac{3j_1(kR)}{kR} \right)^2 k^2 dk.$$  \hspace{1cm} (1.9)
Figure 1.1  Left: The matter power spectrum as a function of comoving wavenumber at several redshifts. The calculation assumes the BBKS approximation i.e. ref. (8). At the largest scales $P(k) \propto k^n$ with $n = 0.96$ with a turnover at the horizon scale at matter-radiation equality asymptoting to $P(k) \propto k^{-3}$. Towards the smallest scales, the shape changes as fluctuations become non-linear (9). Right: The Press-Schechter mass function of dark matter halos (see Equation (1.10) that have collapsed at several redshifts (10).
where $j_1(kR)$ is the first order Bessel function. Adopting a spherical model for the evolution and collapse of density fluctuations would give that any mass that, in linear approximation, reached the density contrast of $\delta_{\text{col}} = 1.68$ could collapse. Therefore $\eta = \delta_{\text{col}}/\sigma_M$ gives the number of standard deviations a given object had to be in order to collapse at the given $z$. CDM and most inflation inspired models predict that the primordial density was Gaussian, so the fraction of the total mass density in collapsed halos at redshift $z$ is given by $F(> M) = \text{erfc}(\eta/\sqrt{2})$. Differentiating the fraction of dark matter in halos above $M$ yields the mass distribution of dark matter halos. Letting $dn$ be the comoving number density of halos of mass between $M$ and $M + dM$, we have

\[
\frac{dn}{dM} = -\sqrt{\frac{2}{\pi}} \rho_m \eta \frac{d\ln \sigma_M}{d\ln M} \exp \left[ -\eta^2/2 \right].
\]  

(1.10)

where $\eta$ and $\sigma_M$ are functions of mass as well as redshift.

1.1.2 Isotropic Background Flux

The energy of all light rays passing through an area $dA$ in time $dt$ and frequency range $d\nu$ whose direction is within a solid angle $d\Omega$ is the specific intensity

\[
I_\nu = \frac{dE}{dAdtd\nu d\Omega}.
\]  

(1.11)

The radiative energy density describes the energy of light rays in a cylinder of volume $dV = cdtdA$ in the frequency range $d\nu$, $u_\nu = dE/(dV d\nu d\Omega)$. The mean
(angle averaged) intensity is related to the radiative energy density

\[
I_{\nu} = \frac{c}{4\pi} u_{\nu}.
\]  

(1.12)

As radiating sources build up background radiation over time, it is convenient to relate \( I_{\nu} \) to the evolving volume emissivity \( j_{\nu} = dE/(dV dt d\nu d\Omega) \) (sometimes called \( \epsilon_{\nu} \)), integrated over cosmic time

\[
I_{\nu} = \frac{c}{4\pi} \int j_{\nu'} dt
\]  

(1.13)

Because the expansion of the universe, \( j_{\nu} \) is evaluated at the rest frame frequency, \( \nu' \), which is related to the observed frequency \( \nu = \nu (1 + z) \). We express the surface brightness of the sky (which we simply call \( \text{flux} \)) as

\[
\nu I_{\nu} = \frac{c}{4\pi} \int \nu' j_{\nu'}(z) \frac{dt}{dz} \frac{dz}{1 + z}.
\]  

(1.14)

For extragalactic background light in the ultraviolet, optical and near-infrared regimes, the flux is most commonly expressed in units of nW m\(^{-2}\)sr\(^{-1}\). Conversions to other units appearing in this dissertation are

\[
1 \text{ nW m}^{-2}\text{sr} = 10^{-6} \text{ erg s cm}^{-2}\text{sr} = \frac{3000}{\lambda(\mu m)} \text{ MJy sr}.
\]  

(1.15)

Because the energy density of the universe is composed of discrete sources, a sometimes more useful expression of Equation \[1.14\] is one expressing the flux in
terms of the luminosity function $\Phi(L) = dN/dLdV$, a quantity which is commonly obtained in galaxy surveys. Defining $F \equiv \nu I_\nu$ and $L = \nu L_\nu$, the background flux is

$$F = \int \frac{\int L\Phi(L)\,dL}{4\pi d_L^2} k(z)\,dV = \frac{c}{4\pi} \int \int L\Phi(L, z)\,dL\,dt \frac{dL}{dz} \frac{k(z)}{1+z}$$  \hspace{1cm} (1.16)$$

where $k(z)$ corrects rest-frame luminosity to the observed frame (k-correction) and the volume element in a FRLW universe is $dV = cd_L^2 a(t) dt$. This is equivalent to Equation [1.14] with the identification $\nu j_\nu = \int L\Phi(L)\,dL$. The flux distribution of discrete sources can be obtained by projecting the evolving luminosity function onto the sky and setting $dS = dL/4\pi d_L^2$. This gives the number counts, another diagnostic obtained in surveys

$$\frac{dn}{dS} = \int \Phi(L, z) \frac{4\pi d_L^2}{k(z)} \frac{dV}{dz} dS$$  \hspace{1cm} (1.17)$$

in number per solid angle. The number counts can be integrated to directly obtain the background flux from discrete sources

$$F = \int_{S_{\text{lim}}}^\infty S \frac{dn}{dS} dS$$  \hspace{1cm} (1.18)$$

where $S_{\text{lim}}$ is the lowest flux source detected in the survey. This is referred to as the resolved background whereas integrating over undetected sources, from zero to $S_{\text{lim}}$, gives the unresolved background. Together they make up the total background. In optical surveys, magnitudes $m$ are typically used rather than the physical flux, $S$. 
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Table 1.1 Conversions between the AB and Vega magnitude systems in near-IR bands

<table>
<thead>
<tr>
<th>Band</th>
<th>$\lambda$ ((\mu)m)</th>
<th>((m_{AB} - m_{Vega}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>1.02</td>
<td>0.63</td>
</tr>
<tr>
<td>J</td>
<td>1.25</td>
<td>0.94</td>
</tr>
<tr>
<td>H</td>
<td>1.6</td>
<td>1.38</td>
</tr>
<tr>
<td>K</td>
<td>2.2</td>
<td>1.90</td>
</tr>
<tr>
<td>L</td>
<td>3.6</td>
<td>2.79</td>
</tr>
<tr>
<td>M</td>
<td>4.5</td>
<td>3.26</td>
</tr>
</tbody>
</table>

Note. — Adopted from refs. (13) and (14). See also Chris Willmer’s page on the absolute magnitude of the sun: http://mips.as.arizona.edu/cnaw/sun.html

Then Equation 1.18 simply becomes

$$F = \int_{-\infty}^{m_{\text{lim}}} S(m) \frac{dn}{dm} \, dm$$  \hspace{1cm} (1.19)

where $S(m) = \nu \cdot 10^{-0.4(m-48.6)}$ erg s\(^{-1}\)cm\(^{-2}\). Throughout this dissertation, we use the AB magnitude system which is directly related to the physical flux (12)

$$m_{AB} = -2.5 \log_{10} S_\nu - 48.6$$  \hspace{1cm} (1.20)

where $S_\nu$ is in erg s\(^{-1}\)cm\(^{-2}\)Hz\(^{-1}\). Table 1.1 lists the adopted conversions between the AB and Vega magnitude systems (13, 14).

1.1.3 Background Anisotropies

Anisotropies in the CIB carry valuable information about the sources producing it. Anisotropies can be characterized in terms of fluctuations about the mean CIB level. At any coordinate position $\theta$ on the sky, the CIB surface brightness flux can
be written as

\[ F(\theta) = \langle F \rangle + \delta F_\theta \]  \hspace{1cm} (1.21)

where \( \langle F \rangle \) is the mean isotropic flux and the fluctuation \( \delta F_\theta \) is a function of angular coordinates. The two-dimensional Fourier transform of \( \delta F_\theta \) is defined as

\[ \delta_q = \int \delta F_\theta \exp(-i\mathbf{q} \cdot \mathbf{\theta}) d^2\mathbf{q} \]  

where \( \mathbf{q} \) is the angular wavenumber vector in rad\(^{-1}\). The fluctuation field can be analyzed via the angular power spectrum, \( P(q) \equiv \langle |\delta_q|^2 \rangle \) where the average is performed over all angles. The power spectrum can be efficiently calculated using the Fast Fourier Transform (FFT). One can also use the correlation function \( w(\theta) = \langle \delta F(x)\delta F(x + \theta) \rangle \) which is simply the inverse Fourier transform of the power spectrum. The mean square fluctuation on angular scale \( \theta = 2\pi/q \) can be conveniently approximated as

\[ \langle \delta F_\theta^2 \rangle \simeq \frac{q^2 P(q)}{2\pi}. \]  \hspace{1cm} (1.22)

We will use this representation of the fluctuations throughout this dissertation.

The angular power spectrum from extragalactic populations can be decomposed into the *clustering* and *shot noise* of the underlying sources

\[ P_{\text{tot}}(q) = P_{\text{cl}} + P_{\text{sn}}. \]  \hspace{1cm} (1.23)

The clustering term describes the spatial correlation of the underlying sources and is related to their three dimensional power spectrum, \( P(k, z) \), by projection onto
the sky via the Limber equation [15]

\[ P_{\text{cl}}(q) = \int \frac{H(z)}{c d_c^2(z)} \left[ \frac{dF}{dz} \right]^2 P(q d_c^{-1}, z) dz \]  \hspace{1cm} (1.24)

where \( d_c(z) \) is the comoving distance and \( H(z) \) is defined in Eqn. [1.6] The quantity in the square brackets is the rate of flux production over the cosmic history. The shot noise is a scale independent white noise component arising from the fluctuation in the number of sources within the instrument beam (essentially counting noise). It only depends on the flux distribution of sources and can be expressed as

\[ P_{\text{sn}} = \int_0^{S_{\text{lim}}} S^2 \frac{dn}{dS} dS \]  \hspace{1cm} (1.25)

where \( S_{\text{lim}} \) is the minimum detected source brightness. Because galaxy clustering has power spectrum that increases towards large scales, the shot-noise component becomes progressively more important at smaller angular scales. In measurements with a finite beam, the intrinsic power spectrum is convolved with the window function of the instrument, suppressing power at the smallest angular scales. Conversely, if the beam window function is known, the power spectrum can be deconvolved by dividing by the beam window function. Because CIB studies encompass relatively small parts of the sky (angular scales \( \lesssim 1 \) sr) we adopt the Cartesian formulation of the Fourier analysis i.e. a flat sky approximation. However, the CIB fluctuations can be equivalently described using spherical harmonics, \( C_l = \langle |a_{l m}|^2 \rangle \). In this description, the magnitude of the CIB fluctuation on scale \( \pi/l \) radian for large \( l \) is
\[ \sim L^2 C_i / 2\pi. \]

1.2 CIB Measurements

Observationally, the CIB is difficult to distinguish from the generally brighter foregrounds within the solar system and the Milky Way. The primary objective of the DIRBE instrument on board COBE was to measure, or significantly constrain, the CIB in the 1.25–240\,\mu m range. Both the foreground and background results from DIRBE were presented in a series of papers (16, 17, 18, 19) and were followed by several investigations attempting to extract the isotropic component (mean level) of the CIB (20, 21, 22, 23). The CIB levels derived are in mutual agreement despite very different methods of foreground removal. In addition, studies from subsequent Japanese infrared missions, IRTS and Akari, are consistent with the DIRBE-derived CIB (24, 25). Figure 1.3 summarizes the measurements of the CIB flux in the 1–5\,\mu m range. They all seem to indicate CIB levels in excess of the flux from integrated galaxy counts from high resolution surveys. The excess, a factor of 2–8 growing towards shorter NIR wavelengths (26), was initially suggested to originate from massive metal-free stars in the early universe inaccessible to direct detection (27, 28). However, the energetic requirements for such a population to outshine the combined emission from galaxies of later times was shown to be astrophysically infeasible (29, 30).

Because of the large systematic uncertainties associated with modeling and subtracting foreground emissions from i) the zodiacal light arising from interplan-
etary dust, ii) Galactic cirrus arising from the interstellar medium (ISM), and iii) stars within the Milky Way, none of the detections of the isotropic CIB can be considered particularly robust. In addition, the NIR colors of the uncovered CIB do not differ much from the spectrum of the bright foreground emissions making it difficult to separate components. The very existence of the CIB excess has also been put to question as the opacity it would supply for high energy photons traveling through space is in tension with recent blazar studies (see Chapter 3). It has been suggested that the excess CIB in the NIR is in fact caused by inaccurate Zodiacal Light subtraction (see e.g. 31). While the direct CIB measurements continue to be debated, fluctuation studies are now being pursued as an alternative probe of the CIB that are much less sensitive to foreground emission (see Section 1.4).

The total flux from galaxies detected in deep surveys gives an important measure of the CIB. In principle, the combined flux from all discrete sources should be able to account for the bulk of the CIB energy budget. Galaxy counts in the NIR have now been measured to deep levels in $J$, $H$, $K$ bands, both with observations from the ground (e.g. the Subaru telescope (32)) and from the Hubble Space Telescope (33). At slightly longer NIR wavelengths, the Spitzer Space Telescope has provided deep counts in the IRAC bands (3.6 and 4.5μm) reaching $\sim 26$ mag (34; 35). The integrated CIB from resolved sources seems to saturate around $m_{AB} \simeq 20 - 22$ converging to a fixed value. Figure 1.3 shows the integrated CIB from resolved sources in the 1–5μm range that provide lower limits for the net CIB. As mentioned above, the resolved CIB cannot account for all of the isotropic CIB flux. This may or may not be attributable to foreground contamination.
Figure 1.2  Left: The infrared sky seen by DIRBE (top). With Zodiacal Light removed (center). The CIB is what remains after all foregrounds have been modeled and subtracted (Credit: M. Hauser, NASA) Right: Foreground contributions to the DIRBE data at 1.25–240μm in the Lockman Hole: observed sky brightness (open circles), interplanetary dust (triangles), bright Galactic sources (squares), faint Galactic sources (asterisks), and the interstellar medium (diamonds). The residuals after removing all foregrounds from the observed brightness are shown in solid circles (adopted from Hauser et al. 1998).
Figure 1.3 The extragalactic background light from 0.1-10µm. Solid circles show direct measurements of the mean level. Filled squares represent integrated counts of resolved sources which give a lower limit for the background. Black lines show several background models based on galaxy evolution across cosmic history. The light grey lines show various upper limits for the total CIB based on γ-ray absorption in blazar spectra. References for measurements and models are displayed on the right.
1.3 $\gamma$-ray Opacity

The CIB supplies opacity for propagating high energy GeV-TeV photons via an electron-positron pair production ($\gamma\gamma \rightarrow e^+e^-$) (30, 31). This will show up as an absorption feature in the spectra of extragalactic TeV sources. For a head-on collision of two photons, the condition for pair production is that there is sufficient energy in the center-of-mass frame such that $E_\gamma E_{\text{CIB}} \geq (m_e c^2)^2$. This means that in order to interact with a $\gamma$-ray of energy $E_\gamma$, background photons must have wavelengths of $\lesssim 5(E_\gamma/1 \text{ TeV})\mu\text{m}$. Determining the amount of $\gamma$-ray absorption across cosmic distances is of fundamental importance for a wide variety of current observatories such as the space-borne Fermi/LAT instrument operating at energies $\lesssim 500$ GeV and ground-based $\gamma$-ray telescopes probing energies $\gtrsim 1$ TeV. The distance at which the optical depth due to this interaction is $\tau_{\gamma\gamma} \sim 1$ defines a horizon of the observable universe at $\gamma$-ray energies, and has been a subject of extensive efforts designed to model the build-up of EBL with time from the posited emission history of galaxy populations (e.g., 38, 39, 40, 41).

The best $\gamma$-ray constraints on the CIB come from very high energy blazars, distant AGN with an energetic jet pointing towards the line of sight. The first upper limits for the amount of intervening CIB were deduced from theoretical limits for the hardness of the intrinsic blazar spectra (29, 42). Since then, a steadily increasing database of blazars has provided more robust limits using a variety of different criteria for the intrinsic spectrum (43, 44, 45, 46). As shown in Figure 1.3 (grey lines), the derived upper limits are invariably in tension with the direct CIB measurements,
allowing for no more than 5–20 nW m$^{-2}$sr$^{-1}$ in the 1–5μm range. In addition, there have been several recently claimed detections of the γ-ray horizon from jointly fitting (or stacking) blazar spectra at the very highest energies (47, 48, 49). These studies also indicate low levels of the excess CIB, roughly 1–5nW m$^{-2}$sr$^{-1}$ above the contribution from resolved galaxies. The problem of reconciling the excess CIB with γ-ray limits thus remains unsolved. Whereas the majority view assigns the discrepancy to large systematic errors in CIB foreground removal, the robustness of blazar-based γ-ray studies themselves has also been questioned (50, 51). For example, if blazars jets are efficient particle accelerators, their cosmic rays can interact with the CIB and produce secondary γ-rays traveling in the same path. The production of secondary γ-rays along the line of sight would then lead to reduced levels of inferred CIB. Whether this effect is non-negligible remains an open question.

1.4 CIB Fluctuations

In order to avoid the difficulty of exactly modeling and subtracting bright foregrounds in direct CIB measurements, Kashlinskiy et al. (1996a) proposed measuring the structure or anisotropy of the CIB via its angular power spectrum (52). Whereas the Zodiacal Light is bright across most IR wavelengths, the emission appears to be remarkably smooth and does not exhibit fluctuations greater than $\approx 0.03\%$ (53). Furthermore, any such fluctuations will be subject to variation as the Earth moves within the interplanetary dust cloud and can be isolated by observing in different locations in Earth’s orbit. This has provided upper limits on Zodiacal Light
fluctuations of $\lesssim 10^{-3} \text{nWm}^{-2}\text{sr}^{-1}$ at 3.6$\mu$m \cite{54}. The diffuse emission from the ISM however, presents an irreducible component to any CIB fluctuation measurements. The Galactic cirrus exhibits a power-law structure that has been measured at several FIR wavelengths, $P(q) \propto q^n$ where $n \simeq -3$ \cite{55, 56, 57}. However, scaling these measurements down to 3.5$\mu$m, based on the measured DIRBE spectrum of the ISM \cite{18}, the fluctuation levels tend to fall comfortably below the extragalactic signal in selected regions at high Galactic latitudes. One must be careful to use locations of low cirrus contamination such as the Lockman Hole at $(l, b) = (150^\circ, +53^\circ)$ \cite{58}. Stars within the Milky Way can be easily removed down to negligible levels in high resolution studies.

Detections of spatial structure in the CIB were initially based on datasets from \textit{COBE}/DIRBE \cite{59}, the IRTS \cite{24} and 2MASS \cite{60, 61}. More detailed fluctuations have been revealed after carefully masking resolved sources in deep NIR exposures and Fourier analyzing the pixels remaining in the maps (see Figure \ref{fig:fig2}). This tech-
nique has led to successful measurements from several observatories *Spitzer/IRAC, HST/NICMOS* and *Akari/IRC*. Refs. (54, 62) have used deep exposures from *Spitzer/IRAC* (3.6-8.0μm) finding significant fluctuations after subtracting resolved sources down to faint levels, $m_{AB} \approx 25$. Small scale CIB fluctuations have also been measured at 1.1-1.6μm using *HST/NICMOS* observations (63, 64) and on arcminute scales in the 2.4-4.1μm range using the Akari satellite (65). More recently, ref. (66) have measured the *Spitzer/IRAC* out to $\lesssim 1^\circ$ using more extensive datasets from the *Spitzer Extended Deep Survey* (SEDS), confirming earlier results and extending the fluctuation measurement to much larger angular scales. These have since been confirmed independently in *Spitzer* measurements out to larger scales but somewhat less depth in the SWIRE survey (67). The present measurements, summarized in Figure 1.5 are all consistent with an extragalactic origin and necessitate an associated unresolved component in the CIB. The minimal CIB flux implied by the new sources responsible for these fluctuations is of order 0.5-2 nW m$^{-2}$sr$^{-1}$ (62) and is well below the claimed direct CIB flux measurements from DIRBE (20), IRTS (24) and Akari (25), being consistent with limits placed by γ-ray attenuation from very high energy sources (42, 44, 47, 48).

The measured spatial power spectrum of the source-subtracted CIB fluctuations rises at angular scales $\gtrsim 20''$ (see Figure 1.5). The amplitude and shape of this rise is a direct measurement of the clustering properties of the underlying source populations, and thus a primary key of understanding their nature. The interpretation of these power spectra has been a subject of debate (68, 69, 70, 71, 72). It is now firmly established that the extragalactic signal is inconsistent with the emission
Figure 1.5 Current measurements of the source subtracted CIB fluctuations (rms) in the 1-5μm range, shown as $q^2 P(q)/2\pi$. Small scale measurements at 1.1 and 1.6μm come from HST/NICMOS (63, 64). Akari/IRC covers 2.4–4.1μm but we only show the 2.4μm data (63). The best measurements come from Spitzer/IRAC 3.6 and 4.5μm. The green data points are from ref. (54), averaged over four deep fields. Red data points come from the SEDS survey (66) whereas the blue points are from the much shallower SWIRE field (67). All measurements show a consistent clustering signal on large scales whereas on small scales they differ significantly because unresolved galaxies, dominating at small scales, are masked/removed to very different depths.
of presently resolved galaxies \((z < 6)\) with extrapolation to low luminosities \(73\). On the other hand, it was proposed that CIB fluctuations from the first light era could be measurable thus making the signal a critical tool for studying the high-\(z\) Universe \(74,75\). All attributes of the signal are consistent with a high redshift origin but a definite redshift determination is lacking. The established properties can be broadly summarized as

1. the signal is very isotropic on the sky and local foregrounds arising from the Solar System and the Milky Way are not significant, indicating an extragalactic origin \(54,65\)

2. the power spectrum of the large scale CIB fluctuations is consistent with \(\Lambda\)CDM clustering out to \(\sim 1^\circ\) \(66,67\)

3. combining measurements from Akari and Spitzer, the fluctuations show a blue spectrum roughly \(\propto \lambda^{-3}\) consistent with hot stellar/nebular emissions \(65\)

4. the strong clustering on large scales is coupled with the low shot noise levels on small scales implying very abundant and intrinsically faint populations \(69\)

5. the clustering signal is inconsistent with faint galaxy populations at \(z \lesssim 6\), extrapolated to faint luminosities \(73\)

6. the large scale clustering exhibits no spatial correlations with deep Hubble/ACS maps \(\lesssim 0.9\mu m\) implying that the sources are extremely faint and/or
that their Lyman-break is redshifted well into the near-IR, \((1 + z)0.1\mu m \gtrsim 0.9\mu m\).

7. the source subtracted CIB maps show a **significant spatial correlation with the unresolved Cosmic X-ray Background** (CXB) at 0.5-2 keV implying X-ray emitters among the CIB sources.

8. the diffuse CIB in the final maps **do not spatially correlate with the subtracted/masked sources or outer halos** around them mimicking missing light.

An alternative scenario recently has been proposed to explain the signal is in the form of intrahalo light from stars stripped of their paternal halos at intermediate redshifts of \(z \sim (1 - 4)\). While this model is consistent with bullet points 1–3 above, it fails to account for all of the others (4–8). The notion that the large scale CIB fluctuations arise from known galaxies or any associated emission is currently disfavored.

Additional insights are now emerging from cross-correlations with other wavelengths. Cappelluti et al. 2013 provided observational evidence for a substantial population of accreting sources among the CIB sources raising the intriguing possibility of extensive black hole activity in the early Universe. The authors used deep source-subtracted *Spitzer/IRAC* and Chandra maps of a common region to reveal a highly significant cross-power \((3.8,5.6)\sigma\) between the unresolved CIB at 3.6,4.5\(\mu m\) and the soft 0.5-2 keV CXB. An interesting and specific model for the discovered CIB×CXB signal explained it in terms of direct collapse black holes at
$z \gtrsim 12 - 15$ by a mechanism which is capable of reproducing both the unexplained CIB and cross CIB×CXB fluctuation signals without violating constraints imposed by the total measured soft CXB (79). However, before models of such hypothetical high-$z$ sources can be favored as leading explanations for the measured signal, a more quantitative analysis of known source classes at $z \lesssim 6$ is needed. There are a variety of known mechanisms of X-ray production capable of producing spatial correlations with optical/IR emitting counterparts.

This dissertation is structured as follows. In Chapter 2 we present an empirical reconstruction of the CIB fluctuations from galaxy populations at $z \lesssim 6$. In Chapter 3 we reconstruct the evolving build-up of the CIB from survey data and derive the $\gamma$-ray optical depth of the universe as a function of energy and redshift. In Chapter 4 we model the sources of the CXB to investigate the origins of the spatial cross-correlation signal seen between the unresolved CIB and CXB. We conclude by summarizing and discussing future prospects in Chapter 5.
Chapter 2: CIB from Known Galaxy Population: An Empirical Model

2.1 Overview

Galaxy populations build up extragalactic background light over cosmic time. In addition to the contribution galaxies resolved in deep surveys there remains a widespread faint population escaping detection that nevertheless contributes to the unresolved CIB. It is thus important to understand the CIB in terms of galaxy evolution, both the bright component dominating the luminosity density and the faint unresolved regime dominating source-subtracted fluctuation studies. Modeling the populations of the EBL has been attempted using various mixtures of theory and observations. Backward evolution scenarios take the present galaxy populations and extrapolate them to higher redshift (e.g., 80, 39), while forward evolution follows dark matter merger trees starting from the cosmological initial conditions, using semi-analytical models of galaxy formation (81, 82). We present an alternative empirical approach by examining the best-fit Schechter parameters (83) of 233 luminosity functions covering the UV, optical and near-IR out to redshifts $z \sim 3−8$. This is made possible by the many galaxy surveys conducted in recent years that
provide a wealth of data in multiple bands and cover a wide range of redshifts. We provide empirical fitting formulae describing the smooth evolution of multi-band LFs with redshift, and construct lightcones containing all populations seen in the near-IR bands, selected at each redshift such that $\lambda_{\text{NIR}}^{\text{obs}} = (1 + z)\lambda_{\text{rest}}$. By doing this we are able to reconstruct the entire history of light production produced by known galaxy populations relying exclusively on observations. Individually, LFs only probe specific rest-frame wavelengths for a limited range of redshifts, while together we can use them to infer the source distribution composing the background light in the 0.1-5.0$\mu$m range. Our only theoretical assumptions concern the clustering properties of the unresolved sources which are modeled according to the well-established concordance $\Lambda$CDM model (see Section 2.3). We refer to (84) for a good review on the properties of luminosity functions and how they are measured.

2.2 Measurements of the Galaxy Luminosity Function

The total emission seen in the near-IR bands ($JHKLM$) depends on the contribution of local near-IR galaxies as well as redshifted light radiated at shorter rest-frame wavelengths. To quantify the present day background produced by galaxies, we have utilized measurements of luminosity functions probing all rest-frame wavelengths in the interval $0.1< \lambda < 5.0\mu$m anywhere in the redshift cone. This results in a compilation of 233 LFs from a large variety of surveys which we list in Table 2.4. Our approach does not depend on stellar population synthesis models (e.g., 83) and we do not need to make an assumption for the IMF. Rather, in this method we
predict the levels of CIB fluctuations directly from the available data, assuming only
i) standard ΛCDM model of structure formation and ii), the validity of a Schechter-
type LF after fitting its parameters to the data. All the LFs we use have been
categorized by a Schechter function\(^{(83)}\),

\[
\phi(M) dM = 0.4 \ln(10) \phi^* \left(10^{0.4(M^*-M)}\right)^{\alpha+1} \exp\left(-10^{0.4(M^*-M)}\right) dM, \tag{2.1}
\]
determined by the normalization, \(\phi^*\), characteristic absolute magnitude, \(M^*\) and
the faint-end slope, \(\alpha\). By integrating Equation \((2.1)\), the luminosity density can be
shown to be \(L = \phi^* L^* \Gamma(\alpha+2)\) for \(\alpha > -2\), where \(L^*\) is the characteristic luminosity
and \(\Gamma(x)\) is the Gamma function. All the Schechter LFs used are shown in Figure \((2.1)\).

The Schechter LF is usually found to fit the data fairly accurately but deviations are seen, in particular when fitting a wide range of luminosities. At low-\(z\)
for example, ref. \((86)\) find that the shape does not fit the sharp downturn seen
at \(M^*\) and both ref. \((87)\) and \((88)\) find an excess of bright galaxies in the blue
SDSS bands. There are also hints of an upturn in the local LF at faint magnitudes
where the Schechter fit does a poor job \((89)\). We address this faint-end issue in Section \((2.3.1)\) but note that sources at the bright end are efficiently removed from the
maps in CIB fluctuations studies. At longer wavelengths (>5\(\mu\)m), a double power-
law is found to provide a more adequate fit than the Schechter function \((90, 91)\).

The mutual consistency of measurements is a primary concern when comparing LFs
in the literature. Inconsistencies can be caused by field-to-field variations, photometric system, k-corrections, type of LF-estimator, survey depth and completeness,
Figure 2.1 All 233 luminosity functions used in our analysis in Schechter parametrization (see original references in Table [2.1]). The wavelength bins are listed in the panels (lower right) and their effective wavelengths are listed in Table [2.2] along with other properties. The LFs shown have a range of redshifts.

redshift binning, sample statistics, error estimates, etc. These undoubtedly account for differences in shape and amplitude of the measured LF (see Figure [2.3]). We include a discussion of common issues in Appendix [A.2] but these do not affect our results because we let all measurements collectively contribute to our derived LF.
Table 2.1: Measurements of the Luminosity Function

<table>
<thead>
<tr>
<th>Reference</th>
<th>Rest-frame band</th>
<th>Redshift</th>
<th>Sample</th>
<th>Selection</th>
<th>Survey Catalog / Field</th>
<th>Symbol / Color$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(92)</td>
<td>1500Å</td>
<td>0.2-1.2</td>
<td>1039</td>
<td>NUV&lt;24.5</td>
<td>GALEX/VVDS</td>
<td>green triangles(up)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75-3.4</td>
<td></td>
<td>F450&amp;F606&lt;27</td>
<td>HDF</td>
<td></td>
</tr>
<tr>
<td>(93)</td>
<td>NUV, FUV</td>
<td>0.055</td>
<td>896,1124</td>
<td>m$_{UV}$ &lt; 20</td>
<td>GALEX/2dF</td>
<td>blue circles</td>
</tr>
<tr>
<td>(94)</td>
<td>1500Å</td>
<td>0.5-2.5</td>
<td>284-403</td>
<td>≤26</td>
<td>HST ERS</td>
<td>yellow circles</td>
</tr>
<tr>
<td>(95)</td>
<td>1500Å</td>
<td>~8</td>
<td>70</td>
<td>H&lt;27.5</td>
<td>CANDLES/HUDF09/ERS</td>
<td>pink triangles(up)</td>
</tr>
<tr>
<td>(96)</td>
<td>1700Å</td>
<td>1.9-3.4</td>
<td>~15,000</td>
<td>R&lt;25.5</td>
<td></td>
<td>blue crosses</td>
</tr>
<tr>
<td>(97)</td>
<td>1500Å</td>
<td>~4.5</td>
<td>3808,539</td>
<td>≤26-27</td>
<td>Subaru Deep Field</td>
<td>blue squares</td>
</tr>
<tr>
<td>(98)</td>
<td>1500Å</td>
<td>~5.6</td>
<td>~1500</td>
<td>z′≤26</td>
<td>SXDS/UKIDSS</td>
<td>purple squares</td>
</tr>
<tr>
<td>(99)</td>
<td>1500Å</td>
<td>7</td>
<td>22</td>
<td>≤26</td>
<td>SDF/GOODS-N</td>
<td></td>
</tr>
<tr>
<td>(100)</td>
<td>1600Å, 1350Å</td>
<td>~4.5,6</td>
<td>4671,1416,627</td>
<td>≤29</td>
<td>HUDF/GOODS</td>
<td>violet triangles(down)</td>
</tr>
<tr>
<td>(101)</td>
<td>1600Å, 1750Å</td>
<td>~7.8</td>
<td>73,59</td>
<td>≤26-29.4</td>
<td>HUDF09</td>
<td>orange diamonds</td>
</tr>
<tr>
<td>(102)</td>
<td>u′g′</td>
<td>0.45-5</td>
<td>5558</td>
<td>I&lt;26.8</td>
<td>FORS Deep Field</td>
<td>Green triangles(down)</td>
</tr>
<tr>
<td>(103)</td>
<td>0.1u</td>
<td>&lt;0.3</td>
<td>43223</td>
<td>u&lt;20.5</td>
<td>SDSS</td>
<td>red squares</td>
</tr>
<tr>
<td>(104)</td>
<td>B</td>
<td>0.2-1.2</td>
<td>~34000</td>
<td>R ≤ 24</td>
<td>DEEP2/COMBO-17</td>
<td>tan squares</td>
</tr>
<tr>
<td>(105)</td>
<td>b$_j$</td>
<td>&lt;0.2</td>
<td>110500</td>
<td>&lt;19.45</td>
<td>2dFGRS</td>
<td>purple squares</td>
</tr>
<tr>
<td>(87)</td>
<td>0.1ugriz</td>
<td>0.1</td>
<td>147986</td>
<td>&lt;16.5-18.3</td>
<td>SDSS</td>
<td>blue plus</td>
</tr>
<tr>
<td></td>
<td>$\text{ugriz}$</td>
<td>$\text{UBVRI}$</td>
<td>$\text{BVR}$</td>
<td>$V$</td>
<td>$YJHK$</td>
<td>$b_jr_f$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>(88)</td>
<td>$0.1$</td>
<td>$\lesssim 0.2$</td>
<td>$947053$</td>
<td>$&lt; 17-19$</td>
<td>$\text{SDSS}$</td>
<td>green crosses</td>
</tr>
<tr>
<td>(106)</td>
<td>$0.1$</td>
<td>$0.002-0.5$</td>
<td>$8647-12860$</td>
<td>$r &lt; 19.8$</td>
<td>$\text{GAMA}$</td>
<td>yellow squares</td>
</tr>
<tr>
<td>(107)</td>
<td>$\text{UBVRI}$</td>
<td>$0.05-2.0$</td>
<td>$11034$</td>
<td>$I &lt; 24$</td>
<td>$\text{VIMOS-VLT Deep Survey}$</td>
<td>pink triangles(up)</td>
</tr>
<tr>
<td>(108)</td>
<td>$i'z'r'$</td>
<td>$0.45-3.8$</td>
<td>$5558$</td>
<td>$I &lt; 26.8$</td>
<td>$\text{FDF}$</td>
<td>green circles</td>
</tr>
<tr>
<td>(109)</td>
<td>$\text{BVR}$</td>
<td>$2.0-3.5$</td>
<td>$989$</td>
<td>$K_s \lesssim 25$</td>
<td>$\text{MUSYC/FIRES/GOODS/EIS}$</td>
<td>orange circles</td>
</tr>
<tr>
<td>(110)</td>
<td>$V$</td>
<td>$0.4-4.0$</td>
<td>$19403$</td>
<td>$H &lt; 27.8, K &lt; 25.6$</td>
<td></td>
<td>$\text{a}$</td>
</tr>
<tr>
<td>(111)</td>
<td>$\text{YJHK}$</td>
<td>$0.0033-0.1$</td>
<td>$2437-3267$</td>
<td>$&lt; 18-21$</td>
<td>$\text{MGC/UKIDSS/SDSS}$</td>
<td>purple diamonds</td>
</tr>
<tr>
<td>(14)</td>
<td>$\text{YJHK}$</td>
<td>$1589-1798$</td>
<td>$&lt; 17.5-18$</td>
<td></td>
<td></td>
<td>dark green diamonds</td>
</tr>
<tr>
<td>(86)</td>
<td>$b_jr_f$</td>
<td>$&lt; 0.2$</td>
<td>$138226$</td>
<td>$b_jr_f &lt; 15.6, 16.8$</td>
<td>$\text{6dFGS/2MASS}$</td>
<td>dark red plus</td>
</tr>
<tr>
<td>(112)</td>
<td>$\text{JHK}$</td>
<td>$&lt; 0.1$</td>
<td>$22679$</td>
<td>$r &lt; 17.5$</td>
<td>$\text{SDSS}$</td>
<td>orange circles</td>
</tr>
<tr>
<td>(113)</td>
<td>$\text{JHK}$</td>
<td>$6282$</td>
<td>$K &lt; 15.5$</td>
<td>$\text{2MASS}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(114)</td>
<td>$\text{JHK}$</td>
<td>$0.6-3.5$</td>
<td>$439$</td>
<td>$K' &lt; 24$</td>
<td>$\text{Subaru Deep Survey}$</td>
<td>red crosses</td>
</tr>
<tr>
<td>(115)</td>
<td>$\text{JHK}$</td>
<td>$1.5-3.5$</td>
<td>$3496$</td>
<td>$K_s &lt; 22.7-25.5$</td>
<td>$\text{MUSYC/FIRES/FIREWORKS}$</td>
<td>green squares</td>
</tr>
<tr>
<td>(116)</td>
<td>$\text{JHK}$</td>
<td>$0.2-1.3$</td>
<td>$489$</td>
<td>$K_s &lt; 20$</td>
<td>$\text{K20 Survey}$</td>
<td>tan plus</td>
</tr>
<tr>
<td>(117)</td>
<td>$\text{JHK}$</td>
<td>$0.1-0.6$</td>
<td>$500$</td>
<td>$K' &lt; 19.4-20.9$</td>
<td>$\text{MUNICS}$</td>
<td>yellow crosses</td>
</tr>
<tr>
<td>(118)</td>
<td>$\text{JHK}$</td>
<td>$0.01-0.12$</td>
<td>$16922,15664$</td>
<td>$JK_s \lesssim 15.5$</td>
<td>$\text{2dFGRS/2MASS}$</td>
<td>violet diamonds</td>
</tr>
<tr>
<td>(119)</td>
<td>$\text{JHK}$</td>
<td>$0.005-0.2$</td>
<td>$7081,5683$</td>
<td>$JK_s \lesssim 15.5$</td>
<td>$\text{2dFGRS/2MASS}$</td>
<td>blue squares</td>
</tr>
<tr>
<td>(120)</td>
<td>$\text{JHK}$</td>
<td>$0.01-0.3$</td>
<td>$40111$</td>
<td>$K &lt; 17.9, r &lt; 17.6$</td>
<td>$\text{UKIDSS-LAS/SDSS}$</td>
<td>red triangle(up)</td>
</tr>
<tr>
<td>(120)</td>
<td>$K_s$</td>
<td>0.001-4</td>
<td>285</td>
<td>$K_s &lt; 24.9$</td>
<td>HDFS/FIRES</td>
<td>blue triangles (down)</td>
</tr>
<tr>
<td>(121)</td>
<td>$K_s$</td>
<td>0.003-0.03</td>
<td>4192</td>
<td>$K_{20} &lt; 13.35$</td>
<td>2MASS/CfA2/UZC</td>
<td>magenta circles</td>
</tr>
<tr>
<td>(122)</td>
<td>$K$</td>
<td>0.001-0.57</td>
<td>1056</td>
<td>$K &lt; 15$</td>
<td>2dF/AAO</td>
<td>violet diamonds</td>
</tr>
<tr>
<td>(123)</td>
<td>$K$</td>
<td>0.2-2</td>
<td>21200</td>
<td>$m_{3.6\mu m} &lt; 21.5$</td>
<td>SWIRE/VVDS</td>
<td>dark green squares</td>
</tr>
<tr>
<td>(124)</td>
<td>$K$</td>
<td>0.2-4</td>
<td>~50000</td>
<td>$K &lt; 23$</td>
<td>UKIDSS/SXDS</td>
<td>orange plus</td>
</tr>
<tr>
<td>(90)</td>
<td>$L_{3.6\mu m}M_{4.5\mu m}$</td>
<td>0.01-0.6</td>
<td>34281</td>
<td>&lt; 20.2</td>
<td>SWIRE/INT WFS</td>
<td>blue crosses</td>
</tr>
<tr>
<td>(125)</td>
<td>$L_{3.6\mu m}M_{4.5\mu m}$</td>
<td>0.01-0.6</td>
<td>4905,5847</td>
<td>$LM &lt; 19, I &lt; 20.4$</td>
<td>IRAC-SS/AGES</td>
<td>dark red circles</td>
</tr>
</tbody>
</table>

The measured LF are shown in Figure 2.1 and all Schechter parameters are displayed in Figure 2.3.

aData taken from multiple surveys/fields

bThe symbols and color of the corresponding data points in Figure 2.2 and 2.3
2.3 Populating the Lightcone with known Galaxy Populations

This section outlines the step-by-step approach leading to the quantification of the galaxy distribution seen on the sky. Using the data in Table 2.4, we populate the evolving lightcone by placing the rest-frame galaxy distribution at a distance such that the associated emission is shifted into the near-IR bands in the observer frame, defined by $\lambda_{\text{NIR}}/(1 + z)$. Initially, we bin the LFs according to their rest-frame wavelength in fiducial bands which we call $\tilde{UV}$, $\tilde{U}$, $\tilde{B}$, $\tilde{V}$, $\tilde{R}$, $\tilde{I}$, $\tilde{z}$, $\tilde{J}$, $\tilde{H}$, $\tilde{K}$, $\tilde{L}$ and $\tilde{M}$ (see Table 2.2). For example, measurements in rest-frame SDSS $g'$, Johnson $B$ and 2dF $b_j$ are binned together in our $\tilde{B}$-band despite having an offset in center wavelength of about 0.03$\mu$m. The largest offset occurs in our $\tilde{I}$-bin where the centers of SDSS $i$ and Johnson $I$ is 0.063$\mu$m. The uncertainty associated with the redshift of the population usually dominates these offsets so we do not correct for them. The centers of our fiducial bands, $\lambda_{\text{eff}}$, are taken to be the mean rest-frame wavelength of all measurements in the bin (see Table 2.2).
Figure 2.2 The local luminosity density according to all available LF measurements at $z<0.12$ in Table 2.1 with symbols/colors indicated in the same Table. To avoid overcrowding the region of interest we omit error bars. The solid line shows the luminosity density in our fiducial bands as implied by our fits in Figure 2.3. The sets of gray lines show the contribution from galaxies of different metallicities and ages from synthetic galaxy SED spectra shown in Fig. 14 of [13]. The bottom-gray curves show the early type stellar populations, the upper-dark show late type populations and middle-light lines show the average of the two contributions.
Figure 2.3  The measured Schechter parameters $\alpha, M^*, \phi^*$ from the studies in Table [2.1] including the luminosity density, $L=\phi^*L^*\Gamma(\alpha + 2)$, as a function of redshift. The different symbols/colors are listed along with the corresponding references in Table [2.1]. We have omitted error bars for the sake of clarity. The solid curves show the evolutionary fits according to Equations (2.2)-(2.3) with the best-fit parameters listed in Table [2.2]. We have modified $M^*_{UV}$ to follow the fitting functions of ref. (101) at $z>3.5$ to better match the turnover seen. We note that our fits are only empirically supported for $z \lesssim 4$, beyond which we extrapolate. The dashed curves in the α panels shows the evolution assumed in our default model whereas the dark shades areas encompass the range bracketed by our high faint-end (HFE) and low faint-end (LFE) models. These ranges are ultimately constrained by the observed galaxy counts (see Section 2.3.1). The shaded areas in the bottom row ($\nu L_{\nu}$) is the evolving quantity $\phi(z)^*\nu L_{\nu}(z)^*\Gamma(\alpha(z) + 2)$ corresponding to this allowed range in $\alpha(z)$. The dotted curves in $\phi^*$ in $\bar{L}$ and $\bar{M}$-bands are not fits to the data but are instead assumed to have the same form as the $\bar{K}$-band fits. The light gray shaded areas correspond to the redshift regions for which the rest-frame emission redshifts into the observed NIR wavelengths of interest, defined to encompass the 1.25-4.5μm range. We are most concerned with the goodness of fit in these regimes.
By placing the entire population of each LF at the median redshift of the sample, $z_{\text{med}}$, we examine the evolution of the individual Schechter parameters ($\alpha, M^*, \phi^*$) in our fiducial bands. In the cases where $z_{\text{med}}$ is not explicitly given by the authors, we choose the midpoint of the redshift bin of the LF measurement. The distances of the galaxies composing the LF is the dominant uncertainty in the resulting counts on the sky and we have therefore examined the effects of placing the LF at the opposite boundaries of the redshift bin (the resulting counts differ by less than a factor of two at the two extremes (see Section 2.4)). Figure 2.3 shows the Schechter parameters as a function of redshift from 0.15-4.5$\mu$m. Across the spectrum, we see clear indication of evolution in $M^*$ and $\phi^*$ and in some cases also in the poorly measured $\alpha$.

Over time, galaxy populations evolve both in brightness and abundance. As small systems merge to form more massive ones, we expect a net increase in the number of bright and massive galaxies with time accompanied by a decrease in fainter ones. This is encoded in the evolution of $\phi^*$ (the number density of $L^*$ systems), which we expect to increase with time whereas the faint-end slope, $\alpha$ should consequently flatten. The difference of the LF among rest-frame bands reflects the tendency of galaxies of different types being preferentially bright/faint at a given wavelength. The decomposition of the LF into red/blue galaxies typically shows an early-type population of individually bright galaxies with a diminishing faint-end whereas a the late-type population is composed of an increasing number of faint galaxies (104). The characteristic luminosity, $L^*$ therefore depends heavily on the mixture of spectral types at any given epoch. Much work has been devoted to the
K-band LF where the stellar mass-to-light ratio is relatively stable and it can thus be used as an indicator for the stellar mass function (118). It is therefore natural to expect $M^K_*$ to brighten with cosmic time as more mass becomes locked up in low-mass stars. This is indeed what is seen in the red/NIR bands, where the luminosity evolution is typically $\Delta M^* \simeq 0.5 - 1.0$ between redshift 0.1 and 1 whereas it is much stronger in the UV/blue rest-frames indicating higher star formation rates at earlier times. Extensive work has been devoted to measuring the UV LF which is a direct tracer of star formation rate. Lyman dropout galaxies found in deep optical/NIR surveys have allowed us to trace star formation back to very early epochs. We see $M^*_U$ brighten with increasing redshift and then turning over, thus roughly exhibiting the same behavior as the derived star formation history (Madau plot). The wide redshift range of available UV LF measurements makes it the only LF in which a non-monotonic evolution is distinctly seen in $M^*_U$. In all other bands, the evolution of the Schecter parameters can be fitted with an analytic function to quantify the global evolution, while “washing” out outliers in the process. Several authors have parameterized the evolution in individual bands (e.g., 126, 124), but to our knowledge, our work is the first multi-wavelength parametric study of the evolution of the LF parameters. We find the following forms to fit the data well across our wide range of wavelengths and redshifts:

$$M^*(z) = M^*(z_0) - 2.5 \log [(1 + (z - z_0))^q] \quad (2.2)$$

$$\phi^*(z) = \phi^*(z_0) \exp [-p(z - z_0)] \quad (2.3)$$
and we assume the following \textit{a priori} form for the faint-end slope

\[ \alpha(z) = \alpha(z_0) (z/z_0)^\gamma. \quad (2.4) \]

These fits are shown in Figure\ref{fig:2.3}. For \( M^*(z) \) and \( \phi^*(z) \) we have taken \( z_0=0.8 \), but \( z_0=0.01 \) for \( \alpha(z) \). The other best-fit parameters are listed in Table\ref{tab:2.2}. Instead of selecting a preferred LF measurement for a given redshift in each band we have chosen to let all measurements contribute equally to the fitting process regardless of depth, area and sample size of the survey. Although there are a few notable discrepancies between the data and the fits we note that our IR-fluctuation results are unaffected as long as the fits remain good in the light shaded areas of Figure\ref{fig:2.3}.

These regions correspond to the distance for which the rest-frame emission is redshifted into the observed near-IR wavelengths of interest, defined to encompass the 1.25-4.5\,\mu m range. In the following sections we will rely on lightcones extrapolated from the highest measured redshift, typically \( z \sim 4 \), out to \( z_{\text{max}}=7 \) (see Table\ref{tab:2.2}). To account for the turnover observed in \( M^*_{UV} \), we only use our Equation\ref{eq:2.2} out to \( z \sim 3 \) where they intersect the high-\( z \) fitting formulae given by ref. \cite{101} which we adopt for \( z \gtrsim 3 \).

Evolution is not easily discerned in the faint-end slope, \( \alpha \), which by the very nature of surveys is hard to measure over large distances. For this reason we explore different scenarios for the behavior of \( \alpha(z) \) which we explain in Section\ref{sec:2.3.1} In the \( \tilde{L} \) and \( \tilde{M} \) bands, the redshift range covered by the available measurements is so limited that we can only fit \( M^*(z) \) but not the other Schecther parameters. Thus,
Table 2.2 Properties of the data shown in Figure 2.3 and the best-fit evolution parameters of Equations (2.2)-(2.4)

<table>
<thead>
<tr>
<th>Band</th>
<th>$\lambda_{\text{eff}}$</th>
<th>$N$</th>
<th>$z_{\text{max}}$</th>
<th>$M_0^*$</th>
<th>$q$</th>
<th>$\phi_0^*$</th>
<th>$\alpha_0^r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$UV$</td>
<td>0.15</td>
<td>24</td>
<td>8.0</td>
<td>-19.62,1.1</td>
<td>2.43,0.2</td>
<td>-1.00,0.086</td>
<td></td>
</tr>
<tr>
<td>$\bar{U}$</td>
<td>0.36</td>
<td>27</td>
<td>4.5</td>
<td>-20.20,1.0</td>
<td>5.46,0.5</td>
<td>-1.00,0.076</td>
<td></td>
</tr>
<tr>
<td>$\bar{B}$</td>
<td>0.45</td>
<td>44</td>
<td>4.5</td>
<td>-21.35,0.6</td>
<td>3.41,0.4</td>
<td>-1.00,0.055</td>
<td></td>
</tr>
<tr>
<td>$\bar{V}$</td>
<td>0.55</td>
<td>18</td>
<td>3.6</td>
<td>-22.13,0.5</td>
<td>2.42,0.5</td>
<td>-1.00,0.060</td>
<td></td>
</tr>
<tr>
<td>$\bar{R}$</td>
<td>0.65</td>
<td>25</td>
<td>3.0</td>
<td>-22.40,0.5</td>
<td>2.25,0.5</td>
<td>-1.00,0.070</td>
<td></td>
</tr>
<tr>
<td>$\bar{I}$</td>
<td>0.79</td>
<td>17</td>
<td>3.0</td>
<td>-22.80,0.4</td>
<td>2.05,0.4</td>
<td>-1.00,0.070</td>
<td></td>
</tr>
<tr>
<td>$\bar{z}$</td>
<td>0.91</td>
<td>7</td>
<td>2.9</td>
<td>-22.86,0.4</td>
<td>2.55,0.4</td>
<td>-1.00,0.060</td>
<td></td>
</tr>
<tr>
<td>$\bar{J}$</td>
<td>1.27</td>
<td>15</td>
<td>3.2</td>
<td>-23.04,0.4</td>
<td>2.21,0.6</td>
<td>-1.00,0.035</td>
<td></td>
</tr>
<tr>
<td>$\bar{H}$</td>
<td>1.63</td>
<td>6</td>
<td>3.2</td>
<td>-23.41,0.5</td>
<td>1.91,0.8</td>
<td>-1.00,0.035</td>
<td></td>
</tr>
<tr>
<td>$\bar{K}$</td>
<td>2.20</td>
<td>38</td>
<td>3.8</td>
<td>-22.97,0.4</td>
<td>2.74,0.8</td>
<td>-1.00,0.035</td>
<td></td>
</tr>
<tr>
<td>$\bar{L}$</td>
<td>3.60</td>
<td>6</td>
<td>0.7</td>
<td>-22.40,0.2</td>
<td>3.29,0.8$^*$</td>
<td>-1.00,0.035</td>
<td></td>
</tr>
<tr>
<td>$\bar{M}$</td>
<td>4.50</td>
<td>6</td>
<td>0.7</td>
<td>-21.84,0.3</td>
<td>3.29,0.8$^*$</td>
<td>-1.00,0.035</td>
<td></td>
</tr>
</tbody>
</table>

Note. — 1) Fiducial rest-frame band, (2) the effective wavelength in microns, (3) number of LFs used, (4) highest redshift of LF available in band, (5) Best-fit parameters for $M^*(z)$ with $z_0=0.8$, (6) Best-fit parameters for $\phi^*(z)$ with $z_0=0.8$ in units of $10^{-3}\text{Mpc}^{-3}$, (7) The parameters for $\alpha(z)$ chosen to reflect the models (HFE&LFE) presented in Section 2.3.1 *assumed to be the same as in $K$.

for these two bands we assume $\phi^*(z)$ to take on the same form as the neighboring $\bar{K}$-band. Fortunately, the data available in the $\bar{L}\bar{M}$-bands covers the redshift range of interest as is indicated by the shaded regions in Figure 2.3.

There is significant degeneracy in the Schechter parameters derived for a given galaxy population which can manifest itself in different values of $(\alpha,M^*,\phi^*)$ depending on the LF-estimator used (see Appendix A.2). The overall shape of the LF can appear similar despite different Schechter parameters typically resulting in a comparable value for the luminosity density, $L = \phi^*L^*\Gamma(\alpha+2)$, which we display in the bottom panels in Figure 2.3. For example, ref. (107) and (108) derive comparable LFs despite giving very different values for the Schechter parameters. The gen-
eral agreement of the $L$-data and the curves, $\phi^*(z)L^*(z)\Gamma(\alpha(z) + 2)$, indicates that our separate fits do not systematically over- or under-estimate the total luminosity density.

The second step is to populate the lightcone seen from the standpoint of the observer. Light from distant galaxies appearing in the observed $X$-band was emitted at wavelength $\lambda_x/(1 + z)$ i.e., at all rest-frame wavelengths shortwards of $\lambda_x$ throughout the redshift cone. We extract the Schechter parameters from our fits in Figure 2.3 at the redshift defined by $z_i = \lambda_x/\lambda_y - 1$ where $Y$ corresponds to our fiducial bands ($UVUBVRIZJHKLM$) and $\lambda_Y < \lambda_x$. Our template LFs then become

$$\Phi_i(M|z_i) = 0.4 \ln (10) \phi^*(z_i) \left(10^{0.4(M^*(z_i) - M)}\right)^{\alpha(z_i)+1} \exp \left(-10^{0.4(M^*(z_i) - M)}\right). \quad (2.5)$$

The continuous evolution of the LF seen in the $X$-band is then obtained by interpolating the $\Phi_i$’s from $z = 0$ to $z_{\text{max}}$. It should be noted that because of the $\alpha - M^*$ degeneracy, our separated ($\alpha(z), M^*(z), \phi^*(z)$) fits used in Equation (2.5) cause some amount of deviation from the original shape of the LF. This is a small effect in comparison with the general disagreement between individual authors on the shape of the LF. We refer to Appendix A.1 where an independent method is used to populate the lightcone, in which the original shapes of the LFs are kept intact. We show that the two different methods produce the same results, confirming the validity of our standard treatment.

As an example we show in Figure 2.4 the Schechter parameters characterizing
Figure 2.4 Evolution of the Schechter parameters and the luminosity density seen in the observed at 2.2μm (light squares) and 3.6μm (dark diamonds). The values are extracted from the fits in 2.3 at the appropriate redshifts. \( \phi^* \) is in units of \( 10^{-3}\text{Mpc}^{-3} \) and \( \nu L_\nu \) in units of \( 10^{40}\text{erg s}^{-1}\text{Mpc}^{-3} \).

the LFs, probing the sky in two different observer-frame bands centered at 2.2, 3.6 μm respectively. Although the abundance of galaxies diminishes by itself at high-z according to our fits, we impose a limit of \( z_{\text{max}} = 7 \) in our modeling, beyond which we assume that ordinary galaxy populations were not yet established. But due to the steep drop of \( \phi^* \) at high-z, our results are not sensitive to this parameter: in fact, using \( z_{\text{max}} = 30 \), yields results nearly identical to our fiducial model. We emphasize that our evolution models are empirically supported out to \( z \sim 4 \) only, beyond which we extrapolate the evolution deduced at lower redshifts.

Information on distance is required in order to deduce the rest-frame LF from survey data i.e. absolute magnitudes need to be derived from apparent magnitudes. To derive the flux from galaxies in our lightcone we backtrack the original procedure i.e. go from absolute magnitudes back to apparent magnitudes. This implies undoing
any corrections the authors have made in this process

\[ m = M + DM(z) + K(z) + E(z) + A_b(l, b), \quad (2.6) \]

where \( DM(z) \) is the distance modulus, \( K(z) \) is the k-correction, \( E(z) \) is the evolution correction and \( A_b \) is the correction due to galactic extinction at the Galactic coordinate \((l, b)\). In LF measurements, authors typically use de-reddened magnitudes or correct for extinction using Galactic dust maps \((127)\). This correction can be large in the UV/optical but becomes less severe towards the infrared where we have \( A_V/A_K \sim 7-10 \) approaching \( \sim 15-20 \) in the IRAC bands \((128, 129)\). Since we are only concerned with emission entering the Milky Way as near-IR where the extinction correction is typically well within 0.1 mag we neglect it in Equation \((2.6)\).

Correcting for evolution is intended to make a sample drawn from a distribution of redshifts reflect the true luminosity function at a given epoch (usually \( z_{\text{med}} \) of the survey/bin) by accounting for changes in luminosity and number density over time (e.g., \((87)\)). This has been done for some local surveys where a considerable spread in the redshift distribution leaves more cosmic time for evolution to take place. This typically results in corrections of \( \sim 0.1 \) mag \((112)\) but since the evolution correction simply acts to make the LF more accurate at a given redshift we do not need to make any adjustments. The only magnitude adjustment in Equation \((2.6)\) of concern is the k-correction \((130)\) which is needed to transform to the rest-frame by accounting for the redshifted SED of a given source. There are a variety of methods to deal with this SED dependence and we refer to Appendix \( A.3 \) for a more complete
discussion of two commonly used treatment in the literature. From the k-corrected absolute magnitudes, we simply require the spectral independent term to account for the redshift into the observed frame, $K(z) = -2.5 \log(1 + z)$. Equation (2.6) is now reduced to

$$m = M + DM(z) - 2.5 \log(1 + z),$$  \hspace{1cm} (2.7)

which is the conversion we use. In Section 2.3 we show that we recover the observed number counts to a very good accuracy using this methodology.

2.3.1 The Faint-End Regime

The source subtracted CIB fluctuations are isolated to faint sources. By the nature of galaxy surveys, the faint-end is generally poorly constrained causing large uncertainties and scatter in measurements of $\alpha$, especially at high-$z$. Because of this, many authors prefer to keep $\alpha$ fixed in their Schechter fits. Since the data does not show robust evolution in $\alpha$ in most bands (unlike $M^*$ and $\phi^*$) we explore variants of the behavior of the faint-end slope to get a feel for the sensitivity of CIB fluctuations to the abundance of faint galaxies. The substantial scatter in measurements of $\alpha$ leaves us some freedom in modifying the faint-end regime but we find that deep galaxy counts impose strict limits on the allowed range of faint-end slopes. This is most notable in $\overline{BVRI}$, where a steep faint-end at $z=1-3$ leads to an overproduction of the observed $JHK$ number counts in the faintest magnitude bins (see Figure 2.3). We therefore consider the range of allowed $\alpha(z)$ scenarios that collectively yield galaxy counts consistent with observations across all bands simultaneously. We leave $M^*$
and $\phi^*$ unchanged when varying $\alpha$ despite degeneracies in the parameters. We consider two models, *high faint-end* (HFE) and *low faint-end* (LFE), which, based on the resulting galaxy counts, are likely to bracket the true behavior of the faint-end of ordinary galaxy populations. These are shown in Figure 2.3 and 2.5 as the upper and lower boundaries of shaded regions. With the faint-end reasonably well constrained at $z=0$, ranging from -0.8 to -1.2, we fix $\alpha$ at these two values for LFE and HFE respectively and vary later evolution by changing the slope of the power-law in $\alpha(z)$ (called $r$ in Equation 2.4). Our HFE model is characteristic of strong steepening such as that found by ref. (107) (VVDS) out to $z\sim1$ whereas the LFE implies a more modest evolution, closer to that of ref. (109, 110). Our LFE reflects a lack of evolution in the NIR i.e. $\alpha\sim$const., which seems to be favored by some authors (131). We choose a faint-end cutoff for each template LF at $L_{\text{cut}} = 10^{-4}L^*$ for LFE and $10^{-8}L^*$ for HFE, thereby extrapolating the LF to very low luminosities. For both scenarios we find $10^{-5}L^*$ to be near saturation with flux contribution for fainter magnitude bins always being $<0.02$ nW m$^{-2}$sr$^{-1}$. Our “default” model is the average of HFE and LFE with a cutoff at $10^{-5}L^*$.

We have chosen our LFE/HFE models so that they remain consistent with number counts data. The LFs dominating the faint counts in Figure 2.3 are mostly determined by the faint-end slope, $\alpha$, at high and intermediate redshifts and it is important to emphasize that more extreme faint-end evolution models generally yield number counts that are inconsistent with observations. Alternatively, one

\footnote{In the rest-frame UV/optical, where the low-$z$ contribution does not matter for the observed NIR, we fix the low-$z$ slope at -0.9 and -1.1 for LFE and HFE respectively.}
could imagine an increase in the LF in the faintest magnitudes observed deviating from a Schechter function. In fact, such an upturn has been observed locally, for which a “double” Schechter function provides a better overall fit of the LF (88, 106).

Allowing for a much steeper slope at \( z=0 \) to accommodate this possibility does not affect the resulting CIB fluctuations because the surface density of sources on the sky tends to be dominated by populations at larger distances. This can be illustrated by examining the underlying LFs of the resulting galaxy number counts in Figure 2.3, where the gray lines starting at the bright-end (from left) correspond to the local contribution (the thick line being the most local) moving to high-\( z \) LFs to the right. The rapid redshift evolution of the cosmic volume element prevents a large surface density of low-\( z \) sources and we find the faint counts always being dominated by populations at intermediate and high redshifts (\( z \gtrsim 1 \)). In order for low-\( z \) sources to have sufficient densities to dominate the faint galaxy counts, and thereby also the unresolved fluctuations, we would need an extremely steep faint-end at \( z=0 \), becoming flatter towards increasing redshift i.e. \( \alpha_{\text{low-}z} < \alpha_{\text{high-}z} \) which is the opposite of the observed evolution trend. We therefore consider our HFE scenario to be sufficiently extreme at low-\( z \) and making it steeper does not have an effect on our results. On the other hand, if a significant upturn in the LF exists at \( z>0.5 \) (so far undetected), then this may result in a non-negligible contribution to the unresolved fluctuations. The large number of small halos predicted by the standard \( \Lambda \)CDM model permits such a scenario, especially if the first population of dwarfs with normal stellar populations formed in halos with mass \( <10^9 \text{ M}_\odot \) (132, 133, 134).

For instance, if the ultra-faint dwarf galaxies recently discovered around the Milky
Way can be identified as fossils of the first galaxies formed before reionization, that would imply that we have only discovered a small fraction of a widespread population of dwarfs which were almost certainly brighter in the past (135, 136, 137). However, it is unclear how to make the flux from this population sufficiently large to reproduce the measured fluctuation signal and, furthermore satellite dwarfs are efficiently masked along with their host galaxy in fluctuation measurements as displayed by the masking typically having angular radius of \( \approx 15' \) (ref. (78), see also Fig. A-3 in ref. (66)). In this work we probe whether the known galaxy populations, which we extrapolate to faint magnitudes in our HFE and LFE limits, can account for the observed source-subtracted CIB fluctuations, and the question of the nature of the new populations that can explain these fluctuations is, while important, outside the scope of the current discussion.

2.4 Number Counts and Background Light from LF Data

Galaxy number counts have the advantage of being free of the uncertainties associated with k-corrections and redshift determinations making them an important tool for both cosmology and galaxy evolution models. We project our lightcones onto the sky to obtain the galaxy number counts in each magnitude bin per unit solid angle:

\[
\frac{dn}{dm} = \int \Phi(m|z) \frac{dV}{dzd\Omega} dz,
\]

(2.8)

where \( dV/dzd\Omega \) is the comoving volume element per solid angle. In Figure 2.5 we display the number counts from Equation (2.8) in the 0.45-4.5\( \mu \)m range and com-
Figure 2.5  Galaxy number counts in our default description (solid curve) including the regions of bracketed by our two extreme models, HFE and LFE (gray shaded areas). The gray curves show the underlying template LFs in our fiducial bands (Equation (2.3)) which we interpolate and integrate to obtain the number counts via Equation (2.3). The low-z LF dominate the bright counts whereas high- and intermediate redshift LFs dominate the faint counts (from left to right). The most local available LF is shown as thick gray curves to demonstrate their negligible contribution to the faint counts. For 0.45-0.80 μm panels the data are from references 138, red asterisks), 139, purple diamonds), 140, green triangles), 141, turquoise diamonds) and (142, blue squares). Data in the 1.25-2.2 μm panels are taken from (143, green triangles), (144, purple squares), (145, green asterisks), (146, blue triangles), (147, blue diamonds), (148, yellow triangles), (149, yellow asterisks), (150, green diamonds), (151, turquoise triangles), (152, purple squares), (153, orange squares), (154, red crosses) and the 3.6-4.5 μm data comes from (34, purple symbols).
Figure 2.6  *Left:* Our reconstructed number counts in BRIJKHLM compared across the spectrum. The counts have been multiplied by a slope of $10^{-0.4}$ to bring out features in the shape. In this representation is proportional to the flux contribution from each magnitude bin. *Right:* The accumulation of integrated background light from galaxies over time. The flux builds up from high-z (right) to low-z (left) reaching the present-day observed value listed in Table 2.3.

pare with existing data in the literature. The agreement between our modeling and observed counts demonstrates the validity of our method. We also display the range bracketed by our two limiting models for the faint-end slope of the LF, as discussed in Section 2.3.1 (shaded areas). The gray curves in Figure 2.5 reflect the underlying template LFs contributing to the number counts in different redshift bins (bright/left to faint/right correspond roughly to low-z to high-z), elucidating the different populations governing the source surface density on the sky. It is reassuring, although not surprising, that we recover the shape of the galaxy counts using independent observations (the only assumption being the Schechter parametrization of the LF). This explicitly confirms that our multi-wavelength collection of observed LFs provides an accurate description of the photometric properties of resolved galaxies on the sky.
Figure 2.6 (left) examines how the shape of the number counts varies across the spectrum (0.45-4.5 μm). Both the shape and amplitude of the counts are governed by the behavior of the \( (\alpha(z), M^*(z), \phi^*(z))_{\text{obs}} \)-parameters shown in Figure 2.4 and some particular features deserve a few remarks. The bright counts all start out with a well known (Euclidian) slope of \( d\log N/dm \sim 0.6 \) continuing down to \( m \sim 18-20 \) where it flattens to \( \sim 0.4 \). To first order this “knee” is simply caused by the transition from \( M^* \)-dominated to \( \alpha \)-dominated regime. More specifically, a dip appears in the \( BVRIJ \) number counts at \( m \sim 18-20 \) which arises from the lack of very bright galaxies at higher redshifts, i.e. \( M^*_{\text{obs}} \) becomes fainter with redshift (see Fig. 2.4). At higher redshifts (and shorter rest-frame wavelengths) we see a brightening again which is associated with star forming galaxies, bright in UV rest-frames. This brightening causes another feature at \( \sim 25 \) mag revealing a “double-knee” surrounding the dip. This is most pronounced in the \( BVRI \)-counts but disappears at longer observed wavelengths where the UV rest-frame becomes too distant. Beyond \( m \sim 25-26 \), the counts are gradually diminished by the \( \Lambda \)CDM volume element. Depending on the exact faint-end model, the logarithmic slope in this regime is \( \sim 0.2-0.3 \) in \( BVRI \), decreasing as we go to longer wavelengths.

Another clear feature of the number counts seen in Figure 2.6 (left), is the overall amplitude increase per magnitude bin as we go to longer observed wavelengths. We find the reasons for this to be twofold. First, the bright end is typically dominated by galaxies which are more luminous in the red bands such as the case of giant ellipticals. Therefore we see a larger number of them out to greater distances (in Fig. 2.3 we clearly see \( M^* \) becoming overall brighter from blue to red). Sec-
ond, when we look at the Universe through redder bands, we observe the redshifted light from bluer rest-frames emitted in epochs when the star formation activity was greater and consequently $M^*$ was brighter. We further point out that our reconstructed counts are immune to confusion and agree well with the confusion corrected Spitzer/IRAC counts of ref. [34] (confusion enters around $m_{AB} \sim 20-22$).

We infer the amount of background light from galaxies from our reconstructed counts using Equation 1.19 Figure 2.6 (right) shows how the EBL flux builds up with cosmic time observed through $BVRIJHKLM$. This results in present day values of the integrated background light of 9.6, 9.3, 8.1, 4.9 and 3.3 nW m$^{-2}$sr$^{-1}$ at 1.25, 1.63, 2.2, 3.6 and 4.5$\mu$m respectively (see Table 2.3), which agree very well with Table 5 of ref. [13] and are also in general agreement with ref. [33], but slightly lower than the values found by ref. [32]. A subtle underestimation could be due to the smooth fitting of the LF evolution which smears out any abrupt variation of the Schechter parameters which could either be physical.

2.5 CIB Fluctuations from Unresolved Galaxies

We now turn to evaluating the source-subtracted CIB fluctuations keeping in mind the procedure leading to their detection from raw images. If enough pixels remain in the maps after the masking of resolved sources, the fluctuations can be characterized via their angular power spectrum, which can be computed efficiently by using the fast Fourier transform (FFT). For a detailed description of the process of reducing CIB fluctuation data in the Spitzer/IRAC analysis we refer to (78).
Table 2.3 Extragalactic Background Light

<table>
<thead>
<tr>
<th>Band</th>
<th>m_{lim}</th>
<th>m_{lim}</th>
<th>m_{lim}</th>
<th>m_{lim}</th>
<th>νI_ν</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>22</td>
<td>24</td>
<td>26</td>
<td>28</td>
<td>All</td>
</tr>
<tr>
<td>B</td>
<td>3.33±1.72</td>
<td>2.26±1.56</td>
<td>1.17±1.24</td>
<td>0.52±0.88</td>
<td>4.92±1.81</td>
</tr>
<tr>
<td>V</td>
<td>2.95±1.54</td>
<td>1.90+1.36</td>
<td>0.96±1.05</td>
<td>0.42±0.73</td>
<td>5.65±1.73</td>
</tr>
<tr>
<td>R</td>
<td>2.86±1.54</td>
<td>1.75±1.31</td>
<td>0.85±1.08</td>
<td>0.37±0.67</td>
<td>6.56±1.82</td>
</tr>
<tr>
<td>I</td>
<td>2.81±1.58</td>
<td>1.58±1.27</td>
<td>0.72±1.02</td>
<td>0.30±0.61</td>
<td>7.97±2.04</td>
</tr>
<tr>
<td>J</td>
<td>2.59±1.56</td>
<td>1.20±1.00</td>
<td>0.48±0.72</td>
<td>0.18±0.45</td>
<td>9.60±2.40</td>
</tr>
<tr>
<td>H</td>
<td>2.25±1.50</td>
<td>0.96±0.57</td>
<td>0.36±0.34</td>
<td>0.13±0.09</td>
<td>9.34±1.29</td>
</tr>
<tr>
<td>K</td>
<td>1.74±1.41</td>
<td>0.69±0.82</td>
<td>0.24±0.44</td>
<td>0.08±0.23</td>
<td>8.09±2.52</td>
</tr>
<tr>
<td>L</td>
<td>0.98±1.05</td>
<td>0.34±0.57</td>
<td>0.11±0.27</td>
<td>0.03±0.12</td>
<td>4.87±1.72</td>
</tr>
<tr>
<td>M</td>
<td>0.75±1.03</td>
<td>0.24±0.45</td>
<td>0.07±0.20</td>
<td>0.02±0.09</td>
<td>3.28±0.46</td>
</tr>
</tbody>
</table>

Note. — The upper and lower values are not error but correspond to the HFE/LFE evolution scenarios of the faint-end slope. All quantities are in nW m^{-2}sr^{-1}.

As discussed in Section 1.1.3 the angular power spectrum from extragalactic sources consists of two components: i) the shot noise from the fluctuation in the number of unresolved sources entering the instrument beam, and ii) the clustering component arising from the correlation of galaxies on all scales. The two dimensional power spectrum of galaxies projected onto the sky can be related to their evolving three dimensional power spectrum, $P(k)$, by the Limber approximation (Equation 1.24). The flux production rate is empirically determined by our populated lightcones via

$$
\frac{dF}{dz} = \int_{m_{lim}}^{\infty} S(m) \frac{dn}{dmdz} dm.
$$

(2.9)

In current fluctuation studies, sources are removed down to a fixed level of the shot-noise power (see Table 2.4). This is roughly equivalent to removing galaxies down to a limiting magnitude, $m_{lim}$, so that the remaining unresolved background
Figure 2.7 Flux production rate (times $z$) as a function of redshift in the unresolved regime shown for limiting magnitudes of 22, 24, 26, 28 (solid, dashed, dot-dashed, dotted curves respectively). The total unresolved flux under each curve listed in Table 2.3. The figure illustrates how removal of ever fainter sources isolates the unresolved component to higher redshifts.
Figure 2.8 Shot-noise power amplitude after integrating the counts as a function of limiting magnitude (connected squares). The gray shaded area corresponds to the allowed range of the faint-end evolution of the LF. The thick gray lines show the levels of $P_{SN}$ reached by ref. (63) at 2.4$\mu$m, ref. (64) (dark) and ref. (62) (light) at 3.6 and 4.5$\mu$m. The intersection corresponds to the limiting magnitude reached in these studies. We tabulate these values in Table 2.4. We point out that our model counts are immune to the effects of confusion.

is given by Equation (2.9). In Figure 2.7 we show the unresolved background from our modeling as a function of redshift, which illustrates how the process of galaxy removal isolates the background to progressively higher redshifts. Note, that there is very little contribution ($\lesssim 0.1$ nW m$^{-2}$sr$^{-1}$) from galaxies at $z \lesssim 1$ after removing galaxies down to 26 AB mag. We find that for a limiting magnitude brighter than $\sim 24$ mag, the unresolved flux is mostly dominated by $M^{*}$ galaxies at intermediate redshifts whereas galaxies at the faint-end takes over for $\gtrsim 24$ mag. In Table 2.3 we list the total integrated background in the 0.45-4.5$\mu$m range including the unresolved background for different limiting magnitudes corresponding to the curves in Figure 2.7.
2.5.1 Shot Noise

The shot-noise level seen in fluctuation measurements is critically important in order to identify the nature of the unresolved populations (69). Shot noise is a directly measurable quantity and is not affected by confusion which may be present. This allows us to evaluate the effective limiting magnitude, $m_{\text{lim}}$, for a given shot noise level using our models which are also immune to confusion. We calculate the shot noise associated with galaxies in our lightcones using Equation 1.25 and display it in Figure 2.8 as a function of limiting magnitude at the relevant bands. As fainter galaxies are removed the shot noise drops steadily in the same manner as seen in measurements. At $\sim 22$ mag we have already removed most $M^*$ galaxies at $z \lesssim 1$ beyond which the shot noise is mostly determined by the faint-end of the LF. The horizontal lines in Figure 2.8 show the levels reached by the studies listed in Table 2.4. The intersection with our models agrees well with CIB fluctuation studies such as ref. (62) who removed galaxies down to $m \sim 25$ AB mag but is slightly brighter ($m \sim 24$) for the levels reached by ref. (54) who claimed to reach $\sim 25$ mag. Similarly, our shot noise levels agree well with those found by ref. (63) after removing galaxies down to AB magnitudes 22.9, 23.2 and 23.8 in the AKARI/IRC bands at 2.4, 3.2 and 4.1$\mu$m respectively. This confirms that the small scale power seen in these measurements is dominated by shot noise from unresolved galaxy populations.

Table 2.4 lists the limiting magnitude predicted for the shot noise levels reached in several studies.

We have defined $m_{\text{lim}}$ as a step-function, separating resolved/removed galaxies
Table 2.4 Limiting Magnitudes Implied by Shot Noise Levels

<table>
<thead>
<tr>
<th>Reference</th>
<th>Band</th>
<th>$P_{SN}$ [10^{-11} , W^{2}m^{-4}sr^{-1}]</th>
<th>$m_{lim}$ (AB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thompson et al. 2007a</td>
<td>F160W</td>
<td>&lt;1.0</td>
<td>$\geq$27</td>
</tr>
<tr>
<td>Thompson et al. 2007b</td>
<td>F110W</td>
<td>&lt;1.8</td>
<td>$\geq$27</td>
</tr>
<tr>
<td>Kashlinsky et al. 2005a</td>
<td>IRAC1.6(\mu)m</td>
<td>5.8</td>
<td>$24.4^{+0.7}_{-0.5}$</td>
</tr>
<tr>
<td></td>
<td>IRAC2.4.5(\mu)m</td>
<td>6.0</td>
<td>$24.0^{+0.6}_{-0.4}$</td>
</tr>
<tr>
<td>Kashlinsky et al. 2007a</td>
<td>IRAC1.6(\mu)m</td>
<td>2.0</td>
<td>$25.1^{+0.7}_{-0.4}$</td>
</tr>
<tr>
<td></td>
<td>IRAC2.4.5(\mu)m</td>
<td>1.0</td>
<td>$25.1^{+0.8}_{-0.5}$</td>
</tr>
<tr>
<td>Matsumoto et al. 2011</td>
<td>IRC2.4(\mu)m</td>
<td>82*</td>
<td>$23.2^{+0.4}_{-0.3}$</td>
</tr>
<tr>
<td></td>
<td>IRC3.2(\mu)m</td>
<td>33*</td>
<td>$23.3^{+0.5}_{-0.2}$</td>
</tr>
<tr>
<td></td>
<td>IRC4.1(\mu)m</td>
<td>8.1*</td>
<td>$23.9^{+0.5}_{-0.3}$</td>
</tr>
</tbody>
</table>

Note. — The upper and lower values are not error but correspond to the HFE/LFE evolution scenarios of the faint-end slope. *The values are inferred from Figure 3 of ref. \[63].

from unresolved sources remaining. In practice however, the selection of the faintest detected objects is a smooth function of $m$ depending on the survey completeness. Furthermore, source extraction can become limited by confusion, depending on exposure and instrument beam. Since our underlying reconstruction of galaxy counts from LFs is immune to confusion, we assume that the measured shot noise levels serve as a reliable indicator for the faintest sources removed, $m_{lim}$. This obviously assumes that the source removal is done properly and does not introduce spurious signals in the background fluctuations as discussed at length in ref. \[78].
2.5.2 Galaxy Clustering

The shape and amplitude of the fluctuations produced in each redshift slice is dictated by the two evolving quantities, i) the amount of light production given by our reconstructed $dF/dz$ in a given band, and ii) the clustering pattern of the sources in this epoch, described by their three-dimensional power spectrum, $P(k, z)$. For the latter quantity we assume that on large scales sources cluster according to the observationally established concordance ΛCDM power spectrum. However, luminous sources are known to be biased tracers of the dark matter distribution particularly in the non-linear regime where the correlations of sources depends on the Halo Occupation Distribution (HOD) of galaxies. We therefore consider a halo model description of the power spectrum which decomposes it into two terms, a two-halo term ($P^{2h}$) on large scales arising from the correlations of isolated halos, and a one-halo ($P^{1h}$) from correlations of particles within the same halo on small scales (154). We follow the treatment of ref. (153) and write,

$$P^{\text{gal}}(k) = P^{1h}(k) + P^{2h}(k),$$

where,

$$P^{1h}(k) = \int \frac{dn}{dM} \frac{2\langle N_{\text{sat}} \rangle \langle N_{\text{cen}} \rangle u(k|M) + \langle N_{\text{sat}} \rangle^2 u^2(k|M)}{\bar{n}_{\text{gal}}^2} dM,$$  

$$P^{2h}(k) = P^{\text{lin}}(k) \left[ \int \frac{dn}{dM} \frac{\langle N_{\text{gal}} \rangle}{\bar{n}_{\text{gal}}} b(M) u(k|M) dM \right]^2,$$
and $dn/dM$ is the halo mass function (156), $\bar{n}_{gal}$ is the average number density of galaxies, $P^{lin}(k)$ is the linear $\Lambda$CDM power spectrum (computed using the transfer function of ref. (157)), $u(k|M)$ is the normalized Fourier transform of the halo profile (158), and $b(M)$ is the halo bias (156). The occupation number has been separated into that of central galaxies, $\langle N_{cen}\rangle$, and satellite galaxies, $\langle N_{sat}\rangle$, such that

$$\langle N_{gal}\rangle = \langle N_{cen}\rangle + \langle N_{sat}\rangle. \quad (2.13)$$

We take the mass dependence of our HOD model to follow the four parameter description of ref. (159):

$$\langle N_{cen}\rangle = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log M - \log M_{\text{min}}}{\sigma_{\log M}} \right) \right], \quad (2.14)$$

$$\langle N_{sat}\rangle = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log M - \log 2M_{\text{min}}}{\sigma_{\log M}} \right) \right] \left( \frac{M}{M_{\text{sat}}} \right)^{\alpha_s}, \quad (2.15)$$

where $\langle N_{cen}\rangle$ is characterized by $M_{\text{min}}$, the minimum halo mass that can host a central galaxy and $\sigma_{\log M}$, which controls the width of the transition of the step from zero to one central galaxy. The satellite term has a cut-off mass which is twice as large as the one for central galaxies and grows as a power-law with a slope of $\alpha_s$, normalized by $M_{\text{sat}}$. This form has been explored both numerically and observationally. Since the measurements of HOD-parameters are obtained from samples of resolved galaxies at low-$z$, their validity may not extend into the unresolved regime or, in particular, to higher redshifts. Since we are concerned with the unresolved regime it is important to note that the measured cut-off mass of central galaxies,
$M_{\text{min}}$ is typically set by the lowest luminosity probed by the survey so halos may continue to host central galaxies to lower masses but are excluded due to selection criteria. In Section 2.4 we showed how the unresolved light is typically dominated by the faint-end of the LF for $m \gtrsim 25$ with most bright central galaxies removed out to $z \sim 3$ in measurements of CIB fluctuations. One would also expect the masking to eliminate most of the surrounding satellite galaxies. We have adopted the following parameters of the HOD-model motivated by SDSS measurements of ref. (160):

$\sigma_{\log M} = 0.2$, $M_{\text{min}} = 10^{10} M_\odot$, $M_{\text{sat}} = 5 \cdot 10^{10} M_\odot$, and $\alpha_s = 1$ where we have deliberately chosen a lower cut-off reflecting low mass halos hosting galaxies well into the unresolved regime, and a lower $M_{\text{sat}}$ allowing for large amounts of unresolved satellite galaxies, while keeping $\alpha_s = 1$. It should be noted, that in the absence of any HOD-assumptions, a simple linear $\Lambda$CDM clustering with typical bias, $b^2 P_{\text{lin}}(k)$, produces nearly identical fluctuations on large scales. The one-halo term has white-noise power spectrum ($P = \text{const}$) with its amplitude limited from above by the measurements at small scales and so its modeling is irrelevant to interpreting the clustering signal at scales $> 1'$. 

We assume that unresolved sources in our lightcones are uniformly mapped onto the halo distribution i.e. the clustering is independent of galaxy luminosity. In practice however, we expect the most luminous galaxies to be removed in the masking process along with most of the accompanying satellites. This could motivate one to introduce an upper mass limit in the integrals in Equations (2.11), $M_{\text{max}}(z)$. However, this would require an additional mass-to-light ratio assumption and since it would always result in a decrease of the clustering amplitude, we do not
apply $M_{\text{max}}(z)$ and consider the result to be an upper limit for the resultant power spectrum. This includes the mass-dependent bias which is similarly integrated over the entire range of occupied halos ($\gtrsim 10^{10}$). The large scale (linear regime) galaxy bias seen by ref. (160) in the local SDSS sample is $b \approx 1$ when all galaxies are included. At somewhat higher redshifts, ref. (161) find $b = 1.38 \pm 0.05$ averaged over $0.5 < z < 1.2$. Further increase of the linear bias with redshift is expected on theoretical grounds as collapsing density peaks were increasingly rare in the past. The bias prescription used here shows the same general behavior (156). Several CIB studies at far-IR wavelengths claim a linear bias as high as $b=2-3$ for far-IR sources (e.g., 162, 163) but at these redshifts, the samples are already biased towards the most luminous objects due to selection effects. If anything, we expect the bias to be lower in the faint and unresolved regime after the more strongly biased luminous galaxies are masked and removed.

Fluctuations on large scales are always dominated by clustering in the linear regime (two-halo term). On the other hand, the non-linear clustering described by the one-halo term in Equation (2.11) exhibits a $P(k)=\text{const}$ behavior making it indistinguishable from shot noise in measurements. Given that we found excellent agreement between the shot noise in our models and the measurements at the same magnitude levels, there does not seem to be any need to invoke non-linear clustering to explain fluctuations on small-scales. In addition, we explored the pure dark-matter treatment of the non-linear clustering of ref. (164) but find it to be inconsequential in comparison with the shot noise dominated fluctuations on small scales. Although we see the one-halo term contributing somewhat to the HFE fluc-
tuations in Figure 2.9 it becomes less relevant if one accounts for the more massive halos being masked/removed along with satellites. In fact, we will see in Section 2.5.4 that current fluctuation measurements place a limit on the amount of non-linear power in the unresolved regime.

2.5.3 Comparing with Semi-Analytic Models

To compare our results with the clustering of halos seen in large scale N-body simulations, we have made use of the theoretical lightcones constructed by ref. (165). These mock catalogs are based on semi-analytical models for galaxy evolution (82) which are implemented on two very large dark matter simulations, the Millennium Simulation (166) and the Millennium-II Simulation (167). The simulations provide a description of the evolving spatial distribution of dark matter halos and subhalos whereas the nature of the baryonic content is described by the latest version of the semi-analytical Munich model (82). The Millennium Simulation follows structure formation in a box of side $500h^{-1}\text{Mpc}$ comoving with a resolution limit of $\sim 10^{10} h^{-1} \text{M}_\odot$ whereas the Millennium-II Simulation focuses on a region of $100h^{-1}\text{Mpc}$ but with complete merger trees down to $\sim 10^8 h^{-1} \text{M}_\odot$. The predicted faint near-IR counts are higher than observations suggest due to an unusually high abundance of relatively low mass galaxies ($\sim 10^{10} \text{M}_\odot$) at $z>1$ (the models were tuned to match the local populations). A comparison of the predicted correlation function of these models with local SDSS data shows decent agreement for massive galaxies whereas correlations of low mass systems are overpredicted, particularly at small
For a detailed description of these models we refer to ref. (166), ref. (82) and ref. (163).

Despite the limitations mentioned above, we find that this study provides a useful comparison to our fluctuation analysis. After constructing images using the publicly available mock data (163), we calculate the projected angular power spectrum, convolved with the instrument beam. We analyze two independent regions observed in H, K, IRAC1 and IRAC2 each covering 1.4×1.4 degrees on the sky, extracting all galaxies in the magnitude range \( m_{lim} < m < 30 \) to produce the unresolved fluctuations which we display alongside our results in Figure 2.9. Because of the overabundance of faint galaxies at 3.6 and 4.5\( \mu m \) in the semi-analytical description of ref. (82), we need to remove galaxies down to 0.2 mag deeper in order to normalize to a common shot noise level. This NIR overabundance (despite the resolution limit of \( \sim 10^{10} h^{-1} M_\odot \)) results in the Millennium fluctuations (dark-gray shades in Figure 2.9) being in closer agreement with our HFE scenario at 3.6 and 4.5\( \mu m \) but are otherwise consistent with our main results.

2.5.4 Results

The clustering patterns emerging on the sky from our NIR lightcones are displayed in Figure 2.9. The limiting magnitudes have been chosen such as to normalize the shot noise (dot-dashed lines) to the measurements shown in each band. The shot-noise is seen to dominate the fluctuations on small scales whereas the clustering compo-

\(^2\)The Millennium Simulation and the resulting lightcones of ref. (163) assume a WMAP1-based cosmology (168) with parameters \( h = 0.73, \Omega_m = 0.25, \Omega_\Lambda = 0.75, n = 1 \) and \( \sigma_8 = 0.9 \) which are slightly different that our adopted parameters of \( h = 0.7, \Omega_m = 0.3, \Omega_\Lambda = 0.7 \) but this is of no appreciable consequence for the results in Figure 2.9
Figure 2.9 Models of the unresolved near-IR fluctuations compared to measurements from authors listed in the panels. We have chosen the limiting magnitude such that the models are normalized to the shot noise levels reached in these studies (including a contribution from a one-halo term). The solid curves show the total contribution from clustering and shot noise whereas the light shaded areas indicate the region bracketed by our HFE and LFE models. These are all suppressed by the instrument beam on small scales. The dotted lines indicate the separate one-halo and two-halo terms of the power spectrum. Shown in each panel is the total unresolved flux associated with the default model ($\mathcal{F}$), the values of $P_{SN}$ (in units of nW m$^{-2}$ sr$^{-1}$) and the associated $m_{lim}$. The dark shaded regions correspond to fluctuations arising from galaxies in the lightcones of (163) derived from the Millennium Simulation in the magnitude range $m_{lim}$ < $m$ < 30. Because of their overabundance of faint galaxies at 3.6 and 4.5$\mu$m we have increased the $m_{lim}$ of the Millennium fluctuations by 0.2 mag to normalize to the correct shot noise levels. In the 3.6$\mu$m panel we also show the default model from ref. (163) (dashed line). In the 1.6$\mu$m panel the notation follows Fig. 2 of ref. (63): asterisks correspond to fluctuations with all sources removed whereas the triangles indicate their estimate of the instrumental Gaussian noise.
Figure 2.10: The lines show the ratio of the measured source-subtracted power spectrum from the AKARI 2.4μm data and the latest Spitzer-based measurements at 3.6 and 4.5μm to the HFE and LFE expectations (red/upper and blue/lower respectively). The results show that the measured CIB fluctuations continue to diverge from our models as we go to larger scales and are thus unlikely to result from extra-biasing of these faint populations; in order to explain the measured signal the biasing would have to be 1) scale-dependent, i.e. non-linear, 2) biasing amplification would have to be more non-linear on scales where the amplitude of the underlying correlation function is weaker (larger scales), and 3) the biasing would have to be different at 3.6 and 4.5μm.

The contribution becomes significant at arcminute scales. We focus on 1.6, 2.4, 3.6 and 4.5μm where we can compare with measurements from Hubble/NICMOS, AKARI/IRC, and Spitzer/IRAC. Our models have been convolved with the beam profile (or PSF) of these instruments. It is immediately clear from Figure 2.9 that the contribution from known galaxy populations falls short of the measured clustering signal in every band shown. We briefly discuss each comparison:

Ref. (62) find excess fluctuations of $\delta F \sim 0.05$-0.1 nW m$^{-2}$sr$^{-1}$ at arcminute scales in the Spitzer/IRAC channels after removing sources down to $\sim$25 mag or shot-noise levels $P_{SN} \lesssim 3 \times 10^{-11}$ nW$^2$m$^{-4}$sr$^{-1}$. Galaxy populations remaining at the measured shot-noise levels cannot account for the observed fluctuations for any faint-end modeling of the LF. We have displayed the data of ref. (54) and ref. (62).
in panels side-by-side illustrating that the discrepancy gets larger as galaxies are removed to deeper levels. The unresolved flux associated with our default model is 0.18 nW m$^{-2}$sr$^{-1}$ in the deepest 3.6μm maps of ref. (62), so in order to explain the observed level of the excess fluctuations the relative levels of the source-subtracted CIB fluctuations would have to be close to non-linear, $\delta F/F \sim 1$, all the way to $\sim 10'$. The spatial spectra of the CIB fluctuations from the known galaxy populations is such that the gap increases toward large scales making it more difficult to explain.

The additional linear biasing that would be required to amplify the arcminute scale signal to the observed levels is $b \sim 6 - 20$ which is highly unlikely for small systems in the $1 \lesssim z \lesssim 3$ range where most of the flux is produced. Figure 2.10 shows the ratio of the measured power spectrum from the new large scale Spitzer/IRAC data of ref. (66) to the power spectra of our HFE and LFE (red and blue), illustrating that the data keeps diverging from our models out to $\sim 0.5'$. This further argues against the detected CIB fluctuations arising from the a faint-end extension of the known populations.

Ref. (170) stack deep Spitzer exposures to detect faint ACS galaxies beyond the detection threshold of the frames used in ref. (62) and explore the sensitivity of the IR-fluctuations to these ACS sources. Their stacked source detections down to 25.0-26.2 mag imply a net flux of 0.12-0.35 nW m$^{-2}$sr$^{-1}$. For comparison, the flux associated with our lightcones in the 25-26.2 mag range is 0.04 and 0.2 nW m$^{-2}$sr$^{-1}$ at 3.6μm for LFE and HFE respectively with 0.04-0.35 nW m$^{-2}$sr$^{-1}$ from still fainter galaxies, >26.2 mag. However, ref. (76) already demonstrated observationally the negligible correlations on arcminute scales between their source-
Figure 2.11 The contribution of different redshift bins to the unresolved IR-fluctuations shown in Figure 2.9 for the $m_{lim}$ indicated in the panels. The 3.6 and 4.5μm panels correspond to the models at the shot noise levels of ref. (62). The different set of lines correspond to the redshift bins indicated in the legend. This illustrates that depending on the observed band and the depth of source removal, the unresolved fluctuations from known galaxies are dominated by populations at different epochs. The amplitude and shape is governed by 1) the flux production history (see Fig. 2.7), and 2) the evolving power spectrum, $P(k, z)$. The non-linear clustering component is important at low-$z$ but moves towards small scales for higher $z$. The dependence on the volume element is manifested in the peak of the $\Lambda$CDM power spectrum shifts towards smaller scales with increasing redshift.

Ref. (63) measure fluctuations at 1.6μm on scales out to 80'' using HST/NICMOS (and at 1.1μm in ref. (64)) and ascribe the signal to faint galaxies emitting at redshifts $z \sim 0.5-1.5$. Their fluctuations at 80'' have amplitudes of $\sim 0.4 \, \text{nW m}^{-2}\text{sr}^{-1}$, which is a factor of 2-7 times higher than the total unresolved component, 0.06-0.20 nW m$^{-2}$sr$^{-1}$, for sources fainter than $>28$ mag, indicating that the clustering of the underlying galaxies must be highly non-linear. For their CIB fluctuation levels to be reconciled with our empirical estimates, the one-halo term would have to be significantly higher, but then its amplitude would overshoot the data at all the other NIR wavelengths. If we take the upper limit on the shot noise at these wavelengths to be at the levels of the estimated instrument noise of ref. (63), then our shot noise...
already matches at AB magnitude of $\sim$27 (see triangles in Figure 2.9). But even at that level we cannot reproduce the fluctuations (asterisks) with the clustering of known galaxy populations out to 1'. We point out in this context the clearly visible outer halos of the sources removed by Thompson et al. (2007a, see their Fig. 4) whose contribution to their CIB fluctuations shown may be significant and should be estimated for more quantitative conclusions at 1.6 $\mu$m.

The ref. (63) measured fluctuations at 2.4, 3.2, 4.1$\mu$m using data Akari satellite and conclude that they are consistent with stars from early epochs confirming the identification proposed in ref. (54). The left panel in Fig. 2.10 confirms that the Akari signal at 2.4$\mu$m cannot be explained by the remaining known galaxy populations.

In Figure 2.9 we also display the default model from ref. (169) (dashed lines) who combined a halo model and conditional luminosity functions to calculate IR-fluctuations at 3.6$\mu$m. Our models have a somewhat lower amplitude considering the fact that we use $m_{\text{lim}}$=24.4 as opposed to the 25.3 mag used by ref. (169) (and quoted in ref. (54)) but the two are in rough agreement nevertheless. For $m_{\text{lim}}$=25.3 our unresolved flux is 0.1 nW m$^{-2}$sr$^{-1}$ (LFE) which is roughly consistent with the 0.08 nW m$^{-2}$sr$^{-1}$ found by ref. (169). However, they claim that the fluctuations measured by ref. (54) at 3.6$\mu$m can be explained by galaxies in the magnitude range 25.3 to 28.8 (AB) at $z\sim$1-3. This is a somewhat puzzling conclusion when comparing their model with the data in Figure 2.9 as it clearly fails to account for the clustering excess$^3$.

$^3$The data-points from ref. (54) appear only in the electronic version of ref. (169).
In Figure 2.11 we show the contribution of different redshift bins to the unresolved IR-fluctuations for the $m_{lim}$ indicated in the panels of Figure 2.9. This illustrates the different epochs in which unresolved galaxy populations contribute to the fluctuations in different observed NIR bands. The redshift dependence is governed by 1) the flux production history (see Fig. 2.7), and 2) the evolving power spectrum, $P(k, z)$. The Figure also reflects the dependence on the $\Lambda$CDM volume element per solid angle as the overall clustering pattern shifts towards smaller angular scales with increasing redshift.

2.6 Discussion

We have reconstructed the emission histories seen in the near-IR of present-day observers to model the unresolved CIB fluctuations and compared with current measurements. Our compilation of 233 luminosity functions used to populate light-cones at $z<7$ reproduces the observed number counts remarkably well and accounts for the features shaping them. We assume the Schechter-type LF and model the evolution of its parameters from the available datasets. We then considered high and low faint-end LF limits within the constraints permitted by deep galaxy counts data. Extending these to faint magnitudes and to high-$z$ we calculated the range of unresolved background flux in deep images and derived CIB-fluctuations from these galaxy populations predicted by the standard $\Lambda$CDM clustering power spectrum. We find good agreement between the predictions of our analysis and semi-analytical galaxy evolution models combined with the large scale Millennium N-body simula-
tion.

By varying the limiting magnitude of source subtraction we normalize our models to the observed shot noise levels, finding good agreement with the depths reached in current fluctuation measurements. We show that the known galaxy populations fail to account for the observed source subtracted CIB clustering signal in either LFE or HFE limits. Although, in principle, by varying $m_{\text{lim}}$ one can find a population of brighter galaxies that matches the measured clustering amplitude at some angular scale, the associated shot noise levels always imply that all such populations have been removed in the source subtraction thereby not contributing to the unresolved fluctuations. Thus it means that the emitters producing the source-subtracted CIB fluctuations on arcminute scales are below the detection limits of current surveys and furthermore, cannot be a part of the known evolving galaxy populations. In other words, since the observed galaxy populations (extrapolated to very faint limits) cannot explain the measurements, the CIB fluctuations must originate in new populations so far unobserved in galaxy surveys i.e., a highly clustered population with low shot noise. Furthermore, this result is consistent with the lack of large scale correlations between the source-subtracted CIB maps and ACS source maps reaching AB mag of $\sim 28$ (76). This implies that either the CIB fluctuations originate in a large unknown population of very faint systems or they are produced at high redshift populations whose Lyman break is shifted passed the longest ACS channel (at 0.9\text{$\mu$}m).
Chapter 3: The $\gamma$-ray Opacity of the Universe

3.1 Overview

The extragalactic background light (EBL) supplies opacity for propagating high energy GeV-TeV photons via an electron-positron pair production ($\gamma\gamma \rightarrow e^+e^-$) \cite{36, 37}. Determining the transparency of the universe is of fundamental importance for a wide variety of current observatories such as the space-borne Fermi/LAT instrument operating at energies $\lesssim 500$ GeV and ground-based $\gamma$-ray telescopes probing energies $\gtrsim 1$ TeV. The distance at which the optical depth due to this interaction is $\tau_{\gamma\gamma} \sim 1$ defines a horizon of the observable universe at $\gamma$-ray energies, and has been a subject of extensive efforts designed to model the build-up of EBL with time from the posited emission history of galaxy populations (e.g., \cite{38, 39, 40, 41}).

Quantifying the optical depth of the universe to high energy photons requires knowledge of the properties of the intervening EBL. With galaxy populations observed over a wide range of wavelengths, one can uniquely reconstruct the optical depth at these energies out to redshifts $z \sim 4$. The wealth of galaxy survey data has recently reached adequate redshift coverage to make such empirical estimation of the evolving EBL feasible and independent of theoretical modeling describing the build-up of EBL over time. In this Chapter, we follow the methodology of Chapter
that relies exclusively on data from an extensive library of galaxy LFs and was shown to reproduce independent data from galaxy counts and the cosmic infrared background. We calculate the $\gamma$-ray opacity in the \textit{Fermi}/LAT energy range using galaxy surveys probing $\lambda \leq 4.5\mu m$ out to $z \lesssim 4$. Extending to TeV energies, probed by the ground-based Cherenkov observations, we use measurements out to 24 $\mu m$; this extrapolation is robust for the redshifts currently probed by these observations. All in all, our data encompasses 18 finely sampled wavelengths from UV to mid-IR (0.15-24 $\mu m$). This empirical reconstruction defines the absolute floor of the photon-photon optical depth due to known galaxy populations and deviations from it would allow the characterization of any emissions inaccessible to direct telescopic studies (171; 172). We use this to argue that \textit{Fermi}/LAT ($\lesssim$500 Gev) is particularly suitable for probing the CIB from early populations. The levels of this contribution may be identified or significantly constrained from the high-$z$ gamma-ray absorption induced in the spectra of high/intermediate redshift sources; both GRBs and blazars (171; 173; 174). Whereas CIB fluctuation studies have established an unresolved CIB component, $\gamma$-ray studies offer a way to measure this component in a foreground-independent manner.

3.2 Reconstructing the Evolving EBL from Data

Evolving galaxy populations compose the bulk of the EBL which is dominated by starlight in the UV/optical and thermally radiating dust at longer IR wavelengths. We use multiwavelength survey data to fit the evolution of a single derived quantity,
Figure 3.1 Measurements of the evolving luminosity density in our binned rest-frame wavelength range 0.14-25\,\mu m in units of \(L_\odot \text{Mpc}^{-3}\). The solid curves are fits through the data points according to our fitting function (Equation 3.2) with best-fit parameters displayed in each panel as \((\log_{10} a_\lambda, b_\lambda, c_\lambda)\) where \(a_\lambda\) is also in \(L_\odot \text{Mpc}^{-3}\). All data points have been converted to units with \(h = 0.7\). The references for the data points can be found in Table 2.1 with the addition of UV data from [175, 176, 177, 178, 179, 180, 181] and mid-IR data from [182, 183, 184, 185, 186, 187, 91].
the luminosity density, in this otherwise assumption-free approach. The survey data used here extends the collection of LFs listed in Table 2.1 with expanded coverage in the UV (175; 176; 177; 178; 179; 180; 189; 181) and out to mid-IR wavelengths (187; 182; 183; 184; 185; 186). This library now contains 342 measured LFs and allows us to reconstruct the evolving EBL and its spectrum in a finely sampled wavelength grid encompassing 0.15-24µm out to \( z \sim 4 \). This therefore assumes only the existence of populations as faint as \( m_{\rm AB} \sim 23 - 26 \) with extrapolation to fainter magnitudes; additional populations at \( z \gtrsim 6 \) would then exist at still earlier times and have much fainter fluxes.

In the rest-frame UV to near-IR, the LF is well described by the conventional Schechter parameterization whereas at mid-IR wavelengths, the LF seems to be better described by a broken power-law or a double-exponential profile. Regardless of the functional form, the LFs can be integrated to give the comoving volume emissivity (we refer to this as the luminosity density) in the given rest-frame band

\[
 j_\nu(z) = \int L_\nu \phi(L_\nu, z) dL_\nu
\]  

(3.1)

where \( \phi(L_\nu, z) \) is the measured LF. Each data point in Figure 3.1 represents the luminosity density given by the authors along with 1\( \sigma \) error bars. In the cases where this value is not given explicitly in the original papers, we have integrated the best-fit parameterized LF to obtain \( j_\nu \) and have estimated the errors from the distribution of all of the values of \( j_\nu \) allowed within the 1\( \sigma \) solutions of the individ-

\[\text{Ref. } 188 \text{ have used a similar approach to reconstruct the EBL at } < 0.7\mu\text{m}.\]
ual fit parameters. However, mutual comparison of uncertainties among the many different studies is not very meaningful since some authors include various effects in addition to the statistical errors from the method of LF estimation, such as cosmic variance, $k$-corrections, incompleteness and photometric system. Here, we have chosen to maximize our wavelength and redshift coverage by letting all available measurements contribute to our fitted evolution regardless of the error treatment. In the cases where the median redshift of the sample is not explicitly given, we have placed the measurements at the midpoint of the redshift bin. Our wavelength interval is sampled at the rest-frame bands shown in the panels of Figure [3.1] where most of the LFs have been measured. The offsets from these defined wavelengths due to filter variations (e.g. SDSS $u'$ and Johnson $U$) are small enough to be neglected.

Motivated by the fitting formulae in Section [2.3] which we found to be reliable over a wide range of wavelengths, we consider the following three parameter fits for the evolution of the luminosity density

$$j_\nu(z) = a_\lambda(1 + (z - z_0))^{b_\lambda} \exp(-c_\lambda(z - z_0))$$ (3.2)

where we fix $z_0 = 0.8$. Although not restricted to Schechter LFs, this functional form for $j_\nu(z)$ is nevertheless equivalent to the underlying Schechter parameters evolving as $L^* \propto (1 + (z - z_0))^{b_\lambda}$ and $\phi^* \propto \exp(-c_\lambda(z - z_0))$ with a constant faint-end slope. Interpolating the rest-frame data between our 18 reference bands defines the rest-frame emissivity spectrum at any given epoch. We apply a cutoff to the spectrum above the Lyman limit, $E_{\text{cutoff}} = 13.6\text{eV}$, corresponding to efficient absorption of
Figure 3.2  Upper panel: The evolving EBL resulting from our empirical reconstruction. The different lines illustrate the build-up of EBL with cosmic time leading to the present day levels (thick solid curve). We display the evolving EBL in comoving coordinates i.e. without the expansion factor $(1+z)^3$ for better mutual comparison. The left pointing triangles show the EBL threshold energy needed to interact with an observed 30GeV photon (blue), 300GeV, (red) and 1TeV (green) originating at the redshifts shown. Lower: Our reconstructed EBL compared to integrated counts in the literature along with the region bound by the upper/lower faint-end scenarios in Chapter 2 (shaded). The black and gray lines represent the case of $E_{\text{cutoff}} = 10.2\text{eV}$ and 13.6eV respectively. The counts data are from (190 purple), (191 cyan), (33 red), (146 green), (34 orange), (192 cyan), (193 black), (194 deep purple), (195 light green), (196 blue).
ionizing photons by hydrogen in the local environments. At all lower energies, the universe is assumed to be completely transparent to background photons. The integrated light from galaxies seen today can be calculated using Equation 1.14.

In Chapter 2 we considered two limiting cases for the evolution of the faint-end of the LF and showed that the distribution of galaxies from LF data, when projected onto the sky, accurately recovered the observed galaxy counts across the optical and near-infrared. The flux from the integrated counts is displayed as shaded regions in the lower panel of Figure 3.2 along with our empirically determined EBL (solid line) which is in good agreement with integrated counts data in the literature apart from wavelengths $\gtrsim 6\mu m$ where the steep evolution of the mid-IR LFs (8-24$\mu m$) causes our EBL to be a factor of $\sim 2$-3 higher than integrated counts from references (190, 192, 194, 195). Although these authors do not claim to fully resolve the CIB at these wavelengths, the discrepancy is large enough to indicate a mismatch between number counts and mid-IR LF measurements at $z > 0.5$. This issue is apparently also encountered in galaxy evolution models; ref. (197) are not able to simultaneously account for the integrated counts and the bright-end of the observed LF in the 8-24$\mu m$ range using different dust templates. In fact, this is the wavelength regime where varying degrees of dust contribution and PAH emission make the spectrum less predictable. Recent upper limits derived from a TeV source spectra also favor low levels of CIB at these wavelengths (45, 44). At this stage, one must therefore question the robustness of EBL reconstructed from LFs at $\gtrsim 8\mu m$.

The UV/blue end of the EBL turns out to be sensitive to the abundance of photons with energies just below the Lyman limit, 13.6eV. The redshifted far-UV
contribution dominates the EBL below 0.5\(\mu\text{m}\) due to the steep increase of the star formation rate at earlier times. For all galaxy types, there is considerable absorption in the Lyman series which we do not account for and we illustrate this dependence by considering the case where Lyman-series absorption completely suppresses the spectrum above 10.2eV (instead of \(E_{\text{cutoff}} = 13.6\text{eV}\)); shown as gray lines in Figure 3.2 (lower panel). We subsequently display our optical depths for the both cases which bracket the true behavior.

3.3 The Photon-photon Optical Depth

The relevant quantity for computing the optical depth due to photon-photon interaction is the rest-frame number density of photons as a function of time and energy, \(n(E, z)\). We shall refer to the energy of a photon belonging to the EBL as \(E\) and we use \(\mathcal{E}\) for the propagating \(\gamma\)-rays. Rest-frame quantities are denoted with a prime. At any given epoch, the photon number density (in proper coordinates) is composed both of sources emitting in the rest-frame as well as the accumulated emission from earlier times

\[
n(E', z) = (1 + z)^3 \int_z^\infty \frac{j_{\nu'}(z')/h}{\nu'} \, dt \, dz' ,
\]

(3.3)

where \(h\) is the Planck constant (the extra \(h\) is to convert \(j_{\nu}\) to per unit energy, \(dE = h\nu\)) and \(\nu' = (1 + z')(1 + z)\). The condition for pair production is that the total energy in the center-of-mass frame must satisfy \(\mathcal{E}'E'(1 - \cos \theta) \geq 2(m_e c^2)^2\) where \(\theta\) is the angle of incidence. This means that in order to interact with a \(\gamma\)-ray of energy \(\mathcal{E}'\), background photons must have wavelengths of \(\lesssim 5.0(\mathcal{E}'/1\text{ TeV})\mu\text{m}\).
The cross section for this interaction is

\[ \sigma(E', E', \mu) = \frac{3\sigma_T}{16} (1 - \beta^2) \left[ 2\beta(\beta^2 - 2) + (3 - \beta^4) \ln \left( \frac{1 + \beta}{1 - \beta} \right) \right], \quad \text{(3.4)} \]

where

\[ \beta = \sqrt{1 - \frac{2m_e c^4}{E' E' (1 - \mu)}}, \quad \mu = \cos \theta. \]

For the most likely angle of incidence, \( \mu = 0 \) (side-on), the probability for interaction is maximized at roughly four times the minimum threshold energy, \( \sim 4m_e c^2 / E \). The optical depth encountered by a high energy photon originating at \( z \) \((\tau \sim \sigma nd)\) can be expressed in terms of its observed energy, \( E \), as

\[ \tau_{\gamma\gamma}(E, z) = c \int_0^z \frac{dt}{d\zeta} \int_{-1}^1 (1 - \mu) \frac{d\mu}{2} \int_{2m_e c^4 / E'(1 - \mu)}^{\infty} \sigma(E', E', \mu)n(E', z') dE' \quad \text{(3.5)} \]

where \( n(E, z) \) comes from Equation 3.3. In Figure 3.3 we display the calculated optical depths as a function of observed energy for \( \gamma \)-rays originating at several redshifts. The optical depth roughly traces the shape of the number density of EBL photons with a sharp drop in the optical depth at the lowest energies due to the cutoff at the Lyman limit. We also show the regions encompassed by the two scenarios of the faint-end evolution from the reconstruction in Chapter 2.

3.4 Application to High Energy Observations

What do these reconstructed opacities imply for observations of high-energy sources with the current instruments? Blazars and gamma-ray bursts (GRBs) are examples
Figure 3.3 Solid lines show the $\gamma\gamma$ optical depth contributed by known galaxy populations assuming $E_{\text{cutoff}} = 13.6\text{eV}$ (gray curve in the lower panel of Figure 3.2). The curves are not drawn beyond the energy of $(m_e c^2)^2 / E_{24\mu m}(1 + z)$ as we do not consider data at $\lambda > 25\mu m$. The shaded regions show the boundaries of the upper/lower scenarios in the empirical reconstruction in Chapter 2 out to $4.5\mu m$. The dotted vertical line shows roughly the highest energy probed by Fermi/LAT and the dashed line shows where $\tau = 1$ for reference.
of high energy extragalactic sources whose spectra is affected by attenuation of photons in excess of \( \gtrsim 10\text{GeV} \). Two types of datasets are relevant for this discussion: 

space-borne Fermi/LAT measurements at \( \lesssim 500\text{GeV} \) and ground-based telescopic measurements extending out to \( \sim \text{TeV} \) energies. Because extragalactic \( \gamma \)-ray absorption increases with both with redshift and energy, the EBL can be constrained based on the highest energy photons observed from a source provided the redshift is known (198). GRBs have the advantages of being observable across great distances and typically displaying harder spectra than most blazars at sub-GeV energies. Figure 3.2 shows that for Fermi-observed sources it is sufficient to use data out to \( \simeq 4.5\mu\text{m} \) (red symbols), whereas for TeV range observations, survey data are needed out to the longer wavelengths (green symbols). Figure 3.3 shows the reconstructed optical depth explicitly confirming this. We now briefly discuss the implications:

Fermi/LAT detects blazars and GRBs out to energies \( \sim 250 - 300 \text{ GeV} \). In Figure 3.4 (upper panel) we show curves of constant \( \gamma\gamma \) optical depth in \( \mathcal{E} - z \) space and compare with the most constraining high energy Fermi/LAT sources with known redshifts (taken from 198). The contours of \( \tau = 1, 2, 3, 5 \) correspond to probabilities of photon being absorbed by the EBL of 63\%, 86\%, 95\%, 99.3\%, respectively. In the absence of new populations, the universe remains fairly transparent at the Fermi/LAT energies out to \( z \sim 2 - 3 \). Our reconstructed EBL is fully consistent with all the available LAT data and, in fact, allows for non-negligible extra levels of the CIB from new populations such as possibly have existed at higher \( z \). As the Fermi mission progresses and Figure 3.4 (upper) becomes more populated at the highest energies, sources at high-\( z \) will provide better constraints for the optical/NIR EBL.
Ground-based Cherenkov telescopes have produced good quality spectra for TeV-blazars, although for sources at significantly lower redshifts than Fermi/LAT. If the evolving EBL is known to a good accuracy, one can deabsorb observed blazar spectra to reveal the intrinsic component, which is expected to have a power-law form, $dN/dE \propto E^{-\Gamma}$. The lower panels in Figure 3.3 demonstrate how our reconstructed EBL affects the spectrum of two known blazars at relatively high redshifts, both of which have been used to place upper limits on the optical/NIR EBL. Good quality spectrum of the BL Lac object 1ES 1101-232 ($z = 0.186$) has been obtained by HESS in the energy range $0.16 - 3.3$TeV which at $z = 0.186$ interacts most strongly with optical and near-IR background photons (42). The observed spectrum is relatively hard ($\Gamma = 2.88 \pm 0.17$) and results in a best-fit intrinsic photon index of $\Gamma_{\text{int}} = 1.49$ after deabsorption. For this particular source, the upturn at TeV energies is largely driven by the EBL photons at $\gtrsim 5\mu$m and would be less pronounced if our EBL reflected the integrated counts data in the lower panel of Figure 3.2. Because the EBL changes with time in both shape and amplitude, the effects on $\gamma$-ray absorption become even more prominent for more distant sources. The spectrum of the distant radio quasar 3C 279 has been captured by MAGIC during different flaring events (200, 201). The deabsorbed spectrum of 3C 279 shown in Figure 3.4 (lower) also deviates substantially from a simple power-law in the highest energy bins which is unlikely to be due to our near-IR background being overestimated. This behavior of the deabsorbed 3C 279 spectrum has been pointed out by ref. (41) who suggest either improved emission models or instrumental systematic
Figure 3.4 Upper: the curves show where a photon of energy $\mathcal{E}$ originating at $z$, encounters exactly $\tau_{\gamma\gamma} = 1, 2, 3, 5$ (solid, dotted, dashed, dash-dotted respectively). Black and gray correspond to the cases of the rest-frame spectrum cutoff energy is at 10.2 and 13.6eV respectively. The symbols show the highest energy photon observed in GRBs (blue squares) and a selection of the most constraining of Fermi/LAT blazars (orange circles) 198, 199. Lower: the observed energy spectrum of the sources 1ES 1101-232 ($z = 0.186$; left) and 3C 279 ($z = 0.536$; right) shown with black diamonds, and the corresponding deabsorbed data as blue squares. The deabsorbed spectra have best-fit photon indices $\Gamma_{in} = 1.49$ and $\Gamma_{in} = 2.28$ respectively, but deviate substantially from a power-law at the highest energy bins.
uncertainties as potential solutions. Another possibility is that some fundamental effects are missing such as secondary $\gamma$-rays produced along the line of sight by cosmic rays accelerated by the blazar jet (50). In absence of such secondary effects however, the universe should be completely opaque for TeV sources at $z \gtrsim 0.5$.

Upper limits for the EBL derived from TeV spectra rely on assumptions of the hardness of the intrinsic blazar spectrum. Ref. (44) derives limits for the whole range of optical to far-IR EBL using an extensive source sample from both Fermi/LAT and ground-based Cherenkov telescopes. Their results allow a total integrated NIR flux (1-10$\mu$m) of $\sim$20nW m$^{-2}$sr$^{-1}$ in excess of known galaxy populations whereas there is, at most, little room for extra contribution in the mid-IR ($> 10\mu$m). In fact, our LF-derived EBL is inconsistent with the lowest mid-IR limits (45).

3.5 Discussion

We have shown that it is possible to robustly reconstruct the evolving EBL in the universe using library of multiwavelength survey data. This reconstruction uniquely defines the $\gamma$-ray opacity out to TeV energies for sources at $z \lesssim 4$ and shows that at the energy bands probed by Fermi/LAT, the universe is fairly transparent out to $z \sim 2 - 3$, unless unknown sources at high redshifts contribute non-negligible amounts of CIB. Our reconstructed EBL is consistent with the $\gamma$-ray horizon that has been detected at low/intermediate-z (47; 48). At TeV energies, probed by ground based telescopes, the universe becomes optically thick at $z \sim 0.5$ so any such photons associated with the sources at higher redshifts would have to be of
secondary origin.

Unlike ground-based Cherenkov telescopes, the LAT ($\lesssim 500$ Gev) is particularly suitable for probing the CIB excess from early populations. There are several reasons for this: 1) the onset of $\gamma$-ray absorption occurs at lower energies for sources at higher $z$, where LAT is more sensitive; 2) the $\gamma\gamma$-optical depth depends on the proper photon number density, $\propto (1+z)^3$, which at high-$z$ becomes large even for low CIB excess levels; 3) any CIB already in place since the era of the first stars can be more readily discerned at higher-$z$ in the absence of contamination from the bright galaxy populations of later times. Isolating CIB emissions from early epochs is therefore optimally probed with $\gtrsim 10$ GeV photons originating at $z > 1$. This may be possible with the recently released *The First LAT Catalog of High Energy Sources* (1FHL) [202]. The 1FHL contains 47 blazars with measured redshifts above $z = 1$ (39 FSRQs, 8 BL Lacs) out of which 35 are significantly detected above 30 GeV.
Chapter 4: X-ray Emission from the CIB Sources: The Origin of the CIB\times\text{CXB} Signal

4.1 Overview

The large scale clustering of the source-subtracted CIB fluctuations does not provide direct information on whether the underlying sources are powered by stellar nucleosynthesis or accretion onto compact objects. Recently, Cappelluti et al. 2013 (77, C13 hereafter) provided observational evidence for a substantial population of accreting objects among the CIB sources. C13 used deep source-subtracted Spitzer/IRAC and Chandra maps of an overlapping region on the sky to reveal a highly significant cross-correlation signal between the unresolved CIB at 3.6, 4.5\,\mu m and the soft 0.5-2 keV CXB. If this signal originates at high-$z$, it may have important implications for galaxy formation, the growth of early black holes and reionization. However, since there are a variety of ways in which X-ray production can spatially correlate with optical/IR emitting counterparts, a more quantitative analysis of known source classes at $z \lesssim 6$ is needed; such as X-ray binaries, AGN and hot gas.

The deepest Chandra surveys have been able to resolve $\sim 80 - 90\%$ of the [0.5-8] keV CXB into individual point sources, the majority of which is made up of AGN
However, at the faintest fluxes, the abundance of sources identified as normal galaxies rapidly approaches that of AGN and is likely to dominate at fainter levels. The X-ray emission within galaxies comes predominantly from X-ray binaries (XRBs), a compact object accreting from a companion star, which have been found to scale well with galaxy properties such as star formation rate and stellar mass (e.g. 203, 204). These sources have recently been detected out to deeper levels, and higher redshifts, by stacking analyses (205, 206). The bulk of the unresolved CXB fluctuations ($\gtrsim 2 \times 10^{-16}$ erg s$^{-1}$ cm$^{-2}$) remaining in deep Chandra exposures has been assigned to gas residing in galaxy groups and clusters ($\sim 50\%$), with the rest being contributed by AGN and galaxies (210). At these levels, any contribution from high-z miniquasars would be overwhelmed by these low-z components ($<5\%$), although the systematic uncertainty in the mean level of the CXB increases such constraints by a large factor. The signal measured in C13 is revealed only after eliminating undetected X-ray sources down to unprecedented flux levels, $\ll 5 \times 10^{-17}$ erg s$^{-1}$ cm$^{-2}$, using the deep source-subtracted $Spitzer$ maps.

In this Chapter, we explore the contribution of the intermediate redshift sources to the measured level of the CIB×CXB coherence (C13) by modeling components from different source classes: galaxies, AGN and diffuse emission, in both IR and X-rays. We present a formalism for reconstructing the cross power spectrum of the fluctuations produced by each source class using the latest observational evidence for their clustering and abundance. We also discuss the intrahalo light model of ref. (67) in light of the full CIB constraints and its measured coherence with the unresolved CXB.
4.2 The Measured CIB×CXB Coherence

The cross-power describing the correlations between fluctuations at different wavelengths \((m, n)\) is \(P_{mn}(q) = \langle \Delta_m(q)\Delta_n^*(q) \rangle = R_m(q)R_n(q) + I_m(q)I_n(q)\) with \(R, I\) standing for the real, imaginary parts of the Fourier transform, \(\Delta(q)\). The cross-power spectrum is a real quantity which can assume positive or negative values. Coherence is then defined in its usual way as \(C(q) \equiv \frac{|P_{mn}(q)|^2}{P_m(q)P_n(q)}\) (66). In the absence of common (coherent) populations at wavelengths \(m\) and \(n\) the cross-power, measured from a map of \(N_{\text{pix}}\) pixels, will oscillate around zero with a random statistically uncertainty of order \(|P_mP_n|/\sqrt{N_{\text{pix}}}\).

The spatial coherence measured between the source-subtracted CIB fluctuations and the unresolved CXB used data from the deep Chandra ACIS-I AEGIS-XD survey and The Spitzer Extended Deep Survey (SEDS) in the EGS field, where the two datasets overlap in a \(\simeq 8' \times 45'\) region of the sky (for details, see \(77\)). The measured cross-power between the source-subtracted IRAC maps at \((3.6, 4.5) \mu\text{m}\) and Chandra \([0.5-2] \text{ keV}\) maps was detected, at angular scales \(10''-1000''\), with an overall significance of \(\simeq (3.8, 5.6)\sigma\) respectively. At the same time, no significant signal was detected between the IRAC source-subtracted maps and the harder Chandra bands. The measured coherence signal has been detected after jointly masking resolved sources down to \(m_{AB} \simeq 25\) and \(7 \times 10^{-17} \text{erg s}^{-1} \text{cm}^{-2}\) in IR and X-rays respectively.\(^1\) The signal is characterized by the cross-power spectrum, \(P_{\text{IR,X}}(q)\) shown

\(^1\)Throughout, all quantities referred to as “X-ray” or denoted by “X” correspond to the emission in the soft X-ray band 0.5-2 keV, unless noted otherwise. The suffix IR refers to the near-IR wavelengths 3.6\(\mu\text{m}\) and 4.5\(\mu\text{m}\) i.e the effective wavelengths of Spitzer/IRAC bandpasses 1 and 2 whereas FIR refers to the total infrared quantities, integrated over 10–1000\(\mu\text{m}\).
in Figure 4.10 and exhibits a broad band averaged cross-power in the $10^{-1000''}$ angular range

$$
\langle P_{3.6\mu m, 0.5-2\text{keV}} \rangle = 6.4 \pm 1.7,
$$

$$
\langle P_{4.5\mu m, 0.5-2\text{keV}} \rangle = 7.3 \pm 1.3,
$$

in units of $10^{-20}\text{erg s}^{-1}\text{cm}^{-2}\text{nWm}^{-2}\text{sr}^{-1}$. We refer to the opposite ends of the measured angular interval $[10'', 1000'']$ as small and large angular scales respectively.

In this Chapter we examine the contribution to this signal from extragalactic populations at $z \lesssim 6$ i.e. excluding the putative high-z populations. We decompose the total cross-power spectrum of the fluctuations into the sum of power from sources of types known to emit both in X-rays and optical/IR

$$
P_{\text{total}} = P_{\text{galaxies}} + P_{\text{AGN}} + P_{\text{diffuse}}
$$

(4.1)

with each of these components contributing both in terms of their large scale clustering on the sky as well as shot noise dominating small scale power. We refer to sources of X-ray emission arising collectively from stars, stellar remnants and gas within galaxies as “normal galaxies” whereas the term “AGN” is used in its broadest sense referring to any black hole activity in the centers of galaxies regardless of subclasses. We also consider non-point sources such as hot diffuse gas and dispersed light around galaxies which we collectively refer to as “diffuse” components.

The measured coherence can be interpreted as the product of the fraction of
the emission due to common populations i.e. \( C = \zeta_m^2 \zeta_n^2 \), where \( \zeta_m \) is the fraction contributed by the common populations in band \( m \). At large angular scales (>20") the level of the measured coherence between 4.5\( \mu \)m and [0.5-2] keV is measured to be \( C(q) \sim 0.03 - 0.05 \) implying that at least 15–25\% of the large scale power of the CIB fluctuations is correlated with the spatial power spectrum of the X-ray fluctuations, i.e. \( \sqrt{C} \gtrsim 15–25\% \). This implies that the true nature of the signal lies somewhere in between two limiting scenarios

1. 100\% of the large scale CIB fluctuations are contributed by common X-ray sources, that make up \( \sim 15–25\% \) of CXB fluctuations,

2. \( \sim 15–25\% \) of the large scale CIB fluctuations are contributed by common X-ray sources, that make up 100\% of CXB fluctuations.

Note however, that \( \sqrt{C(q)} \) is a scale dependent value. It is important to stress that the term “common sources” does not necessarily imply that the corresponding parts of the CIB and CXB are produced by the same physical sources emitting at both IR and X-rays. The IR and X-ray emitters may simply be separated by an angle smaller than the Chandra Gaussian beam of \( \sim 10" \) corresponding to a physical scale of \( \sim 0.1h^{-1}\text{Mpc} \) at \( z = 1 \). This defines the scale of the individual “objects” in the analysis that follows.

C13 also note that the unresolved CXB fluctuations may be contaminated by ionized gas in the Milky Way. Unfortunately, this component is difficult to model and subtract but it is not expected to exhibit positive cross-correlation with the Galactic cirrus and should rather anti-correlate with infrared emitting dust clouds.
Therefore the observed X-ray fluctuations are an upper limit for the extragalactic CXB component and its coherence with the CIB, quoted at $C \sim (0.2)^2$, should be considered a lower limit.

4.3 Sources of the CIB

The CIB levels from undetected populations implied by the source-subtracted fluctuations require $\gtrsim 0.5 \text{nW m}^{-2}\text{sr}^{-1}$ (69) on top of the extrapolated flux from known galaxies (146, 35). This level of CIB is therefore easily accommodated by both direct and indirect measurements but the sources of this component have not been conclusively identified. However, valuable insight can be obtained from population studies and deep observations at other wavelengths.

4.3.1 Galaxies

According to the analysis in Chapter 2, extrapolation of faint galaxy populations suggests an unresolved CIB of $\sim 0.1 - 0.3 \text{nW m}^{-2}\text{sr}^{-1}$ at 3.6$\mu$m which is mostly produced in the $1 \leq z \leq 4$ range (73). The large scale clustering of these populations, $\delta F/F \lesssim 0.05$, was found to be insufficient to account for the observed CIB fluctuations at large scales (see Figure 4.6). However, provided that unresolved galaxies dominate the unresolved CXB fluctuations, they could in principle produce enough coherence with the CXB to reach $C \sim 0.02 - 0.05$ while remaining a underdominant component in the CIB fluctuations. Here we use the empirical calculation from Chapter 2 where the CIB from galaxy populations was reconstructed using
233 observed multiwavelength luminosity functions measured at $z \lesssim 5$. We address the X-ray emission from these galaxies in Section 4.4.1.

4.3.2 AGN

The AGN fraction of the resolved CIB sources is small, $\lesssim 8-10\%$ [211], but their leading role for the CXB energetics makes them important for the interpretation of the CIB×CXB correlation. Here we estimate the CIB production from AGN by constructing an AGN population model from measured J-band luminosity functions [212]. This sample consists of 1838 AGN (Type 1 and 2) at $0 < z \lesssim 6$ selected in both IR and X-ray, and is therefore less affected by incompleteness and biases seen in purely optical or infrared selected samples. The choice of rest-frame J-band (1.25$\mu$m) luminosity functions minimizes the uncertainty in the k-correction as distant populations observed at 3.6–4.5$\mu$m emit light at rest-frames $0.7 \lesssim \lambda \lesssim 4.5\mu$m for $z < 4$. We use the pure luminosity evolution parameterization of the AGN LF given in ref. [212] which includes both host galaxy emission and reddening, extrapolating the parameterized evolution beyond $z > 5$ (assuming LDDE model instead does not affect our results). The inclusion of the host galaxy is important since the X-ray faint AGN tend to be optically obscured and dominated by their host galaxy light which also contributes to the CIB. At every distance the 1.25$\mu$m emission is corrected to $\lambda_{\text{em}} = \lambda_{\text{obs}}/(1+z)$ using the average low resolution AGN spectral template of ref. [213] where $\lambda_{\text{obs}}$ is either 3.6 and 4.5$\mu$m for this paper (see also ref. 214). Figure 4.1 shows a reasonable agreement between this projected population and
Spitzer/IRAC AGN counts from ref. (211). Inaccuracies in the shape of the counts may arise from the fact that our mean AGN spectrum is corrected for host galaxy contribution and reddening.

The typical faint-end slope measured for AGN luminosity functions ranges from \( -1.6 \) to \( -1.3 \) showing marginal evidence for flattening at higher redshifts (213, 216). In our model, we conservatively extrapolate a non-evolving faint-end slope of \( \beta = -1.4 \) to account for unresolved AGN but this likely overestimates the AGN contribution for several reasons. First, because we use LFs uncorrected for host galaxy contribution which bias the faint-end slope and increase the number of faint objects (217). This effect can be particularly pronounced in the near-IR, as the ratio of host to AGN in unobscured objects has a typical maximum at \( 1.6 \mu m \). Second, the 0.5-2 keV vs 3.6\( \mu m \) flux ratio turns towards \( X/O<0 \) at faint fluxes suggesting a decreasing importance of AGN contribution (218). This is consistent with significant number of optically normal galaxies that are seen as hosts of low-luminosity X-ray AGN, (e.g. 219). Diminishing nuclear activity makes the host galaxy dominate at low luminosities and the distinction between galaxy and AGN becomes less meaningful. Then these sources should be largely accounted for by our treatment of IR galaxies. In addition, our treatment of normal galaxies (see Section 4.3.1) is based on a compilation of observed galaxy LFs which do not typically exclude AGN.

From Figure 4.1 it is clear that normal galaxies are far more numerous than AGN at all flux limits regardless of the extrapolation to faint levels. The CIB contribution of AGN is always \( \lesssim 10\% \) of the galaxy contribution and their sky
Figure 4.1 The cumulative source number counts of galaxies (green line) compared with AGN (blue line). The models for AGN are constructed from J-band LFs and are uncorrected for host galaxy contribution (explained in the text). Corresponding AGN counts data is from ref. (211) (circles). The dotted lines show the cases in which the faint-end slope of the AGN LF is extrapolated with a constant slope of $-1.6$ (upper) and $-1.2$ (lower). The green line shows the galaxy reconstruction of ref. (73) compared with SEDS data (35) (diamonds).
surface density is \( \sim 2-3 \) orders of magnitude smaller than the \( \sim 1 \) arcsec\(^{-2} \) required to explain the measured CIB fluctuations \(^{[69]} \). AGN would need to live in low mass halos to exist in sufficient numbers at \( z \lesssim 4 \) and our mask eliminates most halos \( \gtrsim 10^{12} M_\odot \) where AGN are typically found. Furthermore, a recognizable signature of faint AGN is that their near-IR spectrum should increase with wavelength due to their dusty torus emission but this is inconsistent with the blue colors of the measured CIB fluctuations \(^{[65]} \). We therefore assert that the IR emission from AGN themselves is insufficient to produce significant unresolved CIB fluctuations. However, this does not necessarily eliminate AGN as sources of the CIB\( \times \)CXB correlation as their X-ray emission can produce stronger correlation with other IR populations sharing common large scale structures (see Section \(^{[4,6]} \)).

4.3.3 Diffuse emission, intrahalo light

Recently, some modeling of the origin of the CIB fluctuations has focused on a form of “missing light” associated with galaxy populations but distributed in diffuse structures around masked sources. There are several empirical lines of observational evidence that argue strongly against such an origin:

1. There are no spatial correlations between the source-subtracted Spitzer/IRAC maps and galaxies detected in deep Hubble/ACS maps \( (0.5-0.9\mu m) \lesssim 28 \) mag \(^{[76]} \). However, there are very significant correlations between the ACS galaxies and the unmasked Spitzer maps. This means that ACS galaxies and any associated diffuse emission, cannot contribute significantly to the large scale...
CIB fluctuations found in source-subtracted \textit{Spitzer} data.

2. The large scale CIB fluctuations are not sensitive to increasing/decreasing the size of masked regions around resolved galaxies. Indeed, Fig. 17 of ref. (78) shows that there is little variation in the CIB fluctuation as the source masking is eroded or dilated to masking fractions varying from $\simeq 7\%$ to $\simeq 46\%$.

3. There are no correlations between the source-subtracted CIB fluctuations and the identified removed extended sources. Moreover, ref. (78) constructed artificial halos around masked sources and demonstrated that the diffuse emission in the final image does not correlate spatially with the halos around masked sources that mimic missing light (54) and ref. (78).

These arguments contradict scenarios invoking any form of “missing light” associated with masked galaxies.

One such scenario was proposed by ref. (67) who considered diffuse starlight scattered around and between galaxies at $z \sim 1 - 4$ as an alternative explanation for the origin of the unresolved CIB fluctuations. This can arise from stars stripped in mergers or ejected via other processes. Here we consider such a diffuse component following definitions in ref. (67) deriving the CIB production history as

\begin{equation}
\frac{dF_{\text{HIL}}}{dz} = \frac{c}{4\pi} \int_{M_{\text{min}}}^{M_{\text{max}}} L_{\text{HIL},\lambda}(M, z) \frac{dn}{dM} \frac{dM}{dz} \frac{dt}{dz} (1 + z)^{-1}
\end{equation}

where $\lambda = \lambda_{\text{obs}}(1 + z)$ using a spectral template of a typical elliptical galaxy containing old stellar populations from Starburst99 (220). This template assumes a 900
Myr old stellar population forming at the same time with a Salpeter IMF \((1-100M_\odot)\) and metallicity \(Z = 0.008Z_\odot\). In Figure 4.4 we show that different choices of SED parameters do not affect the IHL flux to a great extent (unless the population is very young \(< 20\) Myr). In all other respects we follow the formulation in ref. (67) recovering a flux of \(1\) nW \(m^{-2}\text{sr}^{-1}\) at \(3.6\mu\text{m}\) which is consistent with but slightly higher than the \(0.75\) nW \(m^{-2}\text{sr}^{-1}\) quoted in ref. (67). We are unable to get the large scale clustering up to the quoted \(\delta F/F = 10 - 15\%\) and as a result our large scale fluctuations are a factor of \(\sim 2-3\) lower (see Figure 4.6). As is shown in Figure 4.4 the CIB from this IHL component exceeds the total CIB from all galaxies already at \(z \gtrsim 2\) according to the empirical reconstruction of Chapter 2. Although this by itself makes the model non-viable, we calculate the coherence levels between CIB and diffuse X-ray emission for this component.

4.4 Sources of the CXB

4.4.1 Normal X-ray Galaxies

The bulk of the CXB \((\sim 80 - 90\%)\) has been resolved into point sources, most of which is contributed by AGN (203; 204). However, the number counts from the Chandra deep fields reveal that the contribution of normal galaxies (mostly XRBs) approaches that of AGN at the faintest levels (221; 204). A simple extrapolation of the slope of galaxies implies that they will ultimately dominate AGN at \(\lesssim 10^{-17}\text{erg s}^{-1}\text{cm}^{-2}\) (see Fig. 4.5); this is in fact suggested by deep stacking analyses (208). Although ref. (73) demonstrated the low contribution of known galaxy
populations to the unresolved CIB, their CXB×CIB amplitude ultimately depends on their X-ray properties.

The X-ray galaxy luminosity function (XLF) derived from Chandra and XMM-Newton data is limited to small samples of local galaxies of \( L_X \geq 10^{40} \text{erg/s} \) with luminosity evolution consistent with \( L^* \propto (1+z)^{2.3} \) out to \( z \sim 1 \) [222, 223]. The X-ray emission in galaxies is dominated by a population of compact objects accreting from a stellar companion although hot gas can contribute substantially to the soft X-ray flux (\( \lesssim 1 \text{ keV} \)). To gain a better understanding of the X-ray galaxy population and its evolution a popular approach takes advantage of empirical correlations of X-ray luminosity with various galaxy properties derived from longer wavelength data. The XLF can be related to LFs measured at other wavelengths following ref. (224)

\[
\Phi(\log L_X) = \int_{-\infty}^{\infty} \Phi(\log L_Y) P(\log L_X | \log L_Y) d \log L_Y
\]

(4.3)

\[
\text{(in num: Mpc}^{-3}\text{dex}^{-1}) \text{ where } Y \text{ represents a rest-frame band which correlates with X-ray luminosity via some specified } L_X-L_Y \text{ relation and } P(\log L_X | \log L_Y) \text{ describes the probability of a source of } L_Y \text{ having an X-ray luminosity of } L_X. \text{ Here we assume the probability distribution to be Gaussian}
\]

\[
P(\log L_X | \log L_Y) = \frac{1}{\sqrt{2\pi}\sigma} \exp \left[ -\frac{(\log L_X(L_Y) - \log L_X)^2}{2\sigma^2} \right]
\]

(4.4)

where \( L_X(L_Y) \) is the X-ray luminosity predicted by a \( L_X-L_Y \) relation and \( \sigma \) is the standard deviation of the scatter in the measured correlation.
We consider the X-ray luminosity of normal galaxies to be the sum of contributions from HMXBs, LMXBs and hot gas

\[ L_X^{\text{gal}} = L_X(\text{HMXB}) + L_X(\text{LMXB}) + L_X(\text{gas}) \]  \hspace{1cm} (4.5)

Other forms of galaxy-wide X-ray emission, such as from WD binaries and supernova remnants, have been found to be at least ten times weaker so we ignore their contribution (222). A strong correlation is found between the star formation rate (SFR) and the overall X-ray emission of the galaxy which is attributed to active star forming regions producing bright short-lived (\(\lesssim 100\) Myr) high mass X-ray binaries (HMXBs). On the other hand, long-lived (\(\gtrsim 1\) Gyr) low mass X-ray binaries (LMXBs) have been found to correlate well with the net stellar mass in galaxies. For a full census of X-ray galaxies and their different emission mechanism, it is therefore helpful to decompose the population into late(active) and early(quiescent)-type galaxies, \(\Phi^{\text{tot}} = \Phi^{\text{late}} + \Phi^{\text{early}}\). In the picture that follows, late-types can be assumed to contain HMXBs, LMXBs as well as hot gas whereas early-types only contain LMXBs and hot gas.

4.4.1.1 Late-types

The tight correlation between X-ray luminosity and SFR has established HMXBs as the dominant mechanism for X-ray production in late-type galaxies (e.g. 203). For the purpose of re-constructing the evolving population of X-ray galaxies, we rely
Figure 4.2  Cumulative X-ray source counts in soft (left) and hard (right) X-ray bands. The panels show observed galaxy counts from the CDF-S 4Ms survey (204) where the black circles represent all galaxies and the sub-contributions from late and early-type galaxies are shown as purple diamonds and orange triangles respectively. The solid lines show the prediction of our population model in the same colors scheme (black, purple and orange for total, late and early-types respectively). We show the extrapolation all the way down to 10^{-19} erg s^{-1} cm^{-2} to emphasize the expected behavior in the unresolved CXB regime.
on the total infrared luminosity function (8-1000μm)\(^2\). This choice is motivated by several points, 1) re-radiated dust emission in the FIR is an established tracer of star formation which bypasses uncertainties in UV tracers due to obscuration, 2) the \(L_X-L_{\text{FIR}}\) correlation is both very significant and well calibrated, 3) the evolution of the FIR LF has been probed out to \(z \sim 3\) allowing the estimation of HMXB activity for \(4/5\) of the cosmic time. Since the bulk galaxy-contributed CXB comes from \(z \lesssim 3\) it is not necessary to rely on UV LFs probing \(z > 3\). We adopt the FIR LF measured from deep \textit{Spitzer} GOODS/FIDEL data in the \(0 < z < 2.5\) range (226, 91). The measurement is in good agreement with other FIR LFs in the literature (227, 228) and is described by a double power-law parameterized by the characteristic luminosity \(L^*\), normalization \(\phi^*\), and bright and faint-end slopes \(\alpha\) and \(\beta\). The evolution is consistent with pure luminosity evolution \(L^* \propto (1 + z)^{3.6}\) out to \(z = 1\) with very mild evolution of both \(L^*\) and \(\phi^*\) at \(z > 1\). Beyond \(z = 3\) we assume \(L^*\) gets fainter with \(z\) at the rate implied by the UV LF of ref. (101) but this has little impact on our results.

The \(L_X\)-SFR relation was studied by (207) for galaxies covering roughly four orders of magnitude in SFR, \(-1.5 \lesssim \log \text{SFR} \lesssim 2.5\) in \(M_\odot/\text{yr}\). The relation is derived at 2–10 keV where hot gas becomes negligible and the emission is predominantly

\[^2\text{We denote the total infrared (8-1000\(\mu\text{m}\)) as “FIR” to avoid confusing with “IR” which we use to refer to the near-IR.}\]
driven by HMXBs and LMXBs. They find a local best fit to be

\[
\log L_{2-10\text{keV}} = \begin{cases}
0.94 \log L_{\text{FIR}} + 30.17, & \text{if } \log L_{\text{FIR}} \lesssim 9.6 \\
0.74 \log L_{\text{FIR}} + 32.09, & \text{if } \log L_{\text{FIR}} \gtrsim 9.6
\end{cases}
\] (4.6)

with a 1σ scatter of roughly 0.4 dex. It is important to note that because ref. 209 derive the SFR solely based on IR luminosity our model does not depend on a \(L_{\text{FIR}}\)-SFR calibration. The duality of the relationship in Equation 4.6 over a wide range of SFR (0.01-100 \(M_\odot/\text{yr}\)) arises because LMXBs provide a non-negligible contribution to the low SFR regime. Indeed, the K-band luminosity is used to trace stellar mass leading to a relationship \(M^* \propto \text{SFR}^{1.1}\) for SFR \(\lesssim 5M_\odot/\text{yr}\) and \(M^* \propto \text{SFR}^{0.3}\) for SFR \(\gtrsim 5M_\odot/\text{yr}\) which combines SFR and \(M^*\) in a more physically justified relation \(L_X = \alpha M^* + \beta \text{SFR}\). Our adopted relation (Eqn 4.6) therefore accounts for both the HMXBs and LMXBs contribution in late-type galaxies. We assume an average spectral index of \(\Gamma = 1.8\) to convert to the 0.5-2 keV band.

Recent evidence seems to indicate that the local \(L_X\)-SFR relation is not constant with redshift. Ref. 209 find an evolution \(L_X \propto (1 + z)^{0.9}\) for galaxies with SFR \(\gtrsim 5M_\odot/\text{yr}\). However, including this evolution in our relation slightly overproduces the faintest CDFS counts. We therefore include a term of \(\log L_X \propto 0.5(1 + z)\) in Equation 4.6 which results in good agreement with the data. If we use the observed evolution regardless (overproducing faint X-ray galaxies) this gives a CIB×CXB signal which is within a factor of 1.5 larger but our final conclusions are unchanged.
4.4.1.2 Early-types

The X-ray emission from quiescent galaxies is thought to be dominated by long-lived LMXBs leftover from earlier episodes of star formation and hot gas in extended halos. The X-ray luminosity of early-types is found to correlate well with K-band luminosity, the preferred indicator of stellar mass. For the template LF for early-type galaxies we have chosen the local K-band LF of ref. (121) (2MASS) for \( z < 0.05 \) and the evolving LF ref. (123) from combined SWIRE-VVDS-CFHTLS data reaching \( z = 2 \). These measurements separate the contribution from the early-types and late-type to the total LF. The bright (high mass)-end of the LF (stellar mass function) is dominated by early-types whereas late-types are much more numerous at the faint (low mass)-end. All the K-band LFs are well described by the Schechter function with parameters \( L^*, \phi^* \) and \( \alpha \) measured out to \( z = 2 \). We fit the evolving parameters in the \( 0 < z < 2 \) range using the functional forms in ref. (73) and extrapolate them beyond \( z > 2 \).

Ref. (223) studied the distinct components of X-ray emission in nearby early-types in great detail, resolving the individual XRBs. The total LMXB luminosity is found to correlate with K-band luminosity via the relation

\[
\log L_{0.3-8\text{keV}} = \log L_K + 29
\]

(4.7)

where \( L_K \) is in \( L_{\odot, K} = 4.82 \times 10^{32}\text{ergs}^{-1} \) and the 1\( \sigma \) scatter is \( \approx 0.3 \) dex. We convert the 0.3-8 keV luminosity to the 0.5-2 keV band assuming a spectral index of \( \Gamma = 1.8 \).
4.4.1.3 Hot gas

It is well known that galaxies contain extended hot halos of gas heated to the virial temperature emitting in lines and thermal continuum. We find that a luminosity comparable to that of XRBs is needed from hot gas in early types to account for the number of bright 0.5-2 keV sources (Fig. 4.2) whereas XRBs are sufficient to explain the entire late-type population. This is consistent with the fact that hot gas in early-types is found to constitute a much greater fraction of the total $L_X$ than in late-types (229). The unresolved CXB, however, cannot contain significant contributions from hot gas for several reasons. First, groups and clusters close by with $kT > 1$ keV are easily detected and removed in the Chandra maps and the joint IR/X-ray mask used in C13 further eliminates galaxies residing in $\gtrsim 10^{12} M_\odot$ ($\sim 0.1$ keV) halos out to $z \sim 2$ where high-mass systems become increasingly rare. Second, normal galaxies have characteristic temperatures of $< 1$ keV where their spectrum decreases exponentially. At $z > 1$, their contribution quickly redshifts out of the 0.5-2 keV band. Both of these considerations act to reduce hot gas contribution in the faint unresolved regime which is dominated by low-mass systems at increasingly high redshifts.

To demonstrate this, we use the hot gas properties predicted in publicly available semi-analytic models mapped onto the Millennium simulations (82). The hot gas mass is calculated based on the baryon content, cooling and infall rate onto the halo. We assume a density profile $\propto (1 + (r/r_0)^2)^{-3\beta/2}$ with a constant $r_0 = R_{\text{vir}}/10$ and $\beta = 2/3$ and apply k-corrections assuming a thermal continuum spectrum.
\( \propto T_{\text{vir}}^{-1/2} \exp \left( -\frac{E}{kT_{\text{vir}}} \right) \). In this description, the observed [0.5-2 keV] counts are reproduced when all systems with masses below \( 10^{13} M_\odot \) are included, which is roughly the mass scale of the the most massive galaxies. However, the hot gas counts flatten towards lower fluxes where are dominated by the HMXB component. This is shown as red dotted line in Figure [4.5]. In Section [4.4.3] we consider diffuse X-ray emission in more complex environments such as groups and filaments, including the warm-hot intergalactic medium (WHIM).

### 4.4.1.4 The unresolved CXB from galaxies

We now have constructed the evolving XLF, \( \Phi(L_X, z) \), for normal galaxies based on Equation [4.3] and \( L_X \)-relations for both late- and early type galaxies. The source density on the sky can then be obtained via projection (Equation [1.17]). For a power-law spectrum, \( E^{-\Gamma} \), with a spectral index \( \Gamma \), the \( k \)-correction becomes \( (1+z)^{2-\Gamma} \). The power-law slope of X-ray galaxy spectra has been found to lie in the 1<\( \Gamma \)<3 range with a mean of \( \approx 1.8 \) which is what we assume for the HMXB and LMXB contribution. For the hot gas component we \( k \)-correct using a thermal continuum spectrum, \( \propto T^{-0.5} \exp(-E/kT) \).

Figure [4.2] shows the predicted cumulative X-ray counts of our galaxy population models and compares them with the observed deep CDFS counts showing both the early and late-type contribution. The bright counts rise with a near-Euclidian slope and start turning over towards the faint regime as expected from both the LF turnover and cosmic expansion. At the flux limit of today’s deepest measurements,
\[ \sim 10^{-17}\text{erg s}^{-1}\text{cm}^{-2} \], the source counts are dominated by \( L_{\text{FIR}} \) galaxies (at the knee of the LF) gradually turning over to the faint-end regime which only becomes relevant at much fainter levels (\( \lesssim 10^{-19}\text{erg s}^{-1}\text{cm}^{-2} \)). As long as the flux converges, the unresolved CXB fluctuations are not very sensitive to the faint-end slope of the XLF.

The spatial CIB×CXB correlation signal is detected by C13 after masking sources resolved in both the Chandra and Spitzer/IRAC maps. The common IR/X-ray mask leaves \( \sim 68\% \) of the pixels in the overlapping \( 8' \times 45' \) region for the Fourier analysis. The superior resolution and depth reached in the Spitzer exposure maps causes faint X-ray sources to be subtracted well below the detection threshold of the Chandra maps. The depth of the joint CXB×CIB analysis is therefore mostly determined by the IR source subtraction. We therefore assume a fixed magnitude limit in the Spitzer/IRAC maps with X-ray sources removed according to a selection function \( \eta(S_X|m_{\text{lim}}) \) where \( m_{\text{lim}} \) refers to the IRAC magnitude limit of the near-IR mask. We also tried relaxing the assumption of a fixed \( m_{\text{lim}} \) and instead used the complement of the source selection completeness in the SEDS EGS field. This has little effect on our results. In order to obtain \( \eta(S_X|m_{\text{lim}}) \) at flux levels inaccessible to current X-ray observatories, we look at the distribution of \( f_X/f_{\text{IR}} \) predicted in the semi-analytic model (SAM) of ref. [82] mapped onto the Millennium Simulation. Mock lightcones based on this model were constructed by ref. [165]. Although mostly consistent with galaxy counts in the optical, the semi-analytic model tends to overestimate the number of small systems causing the abundance of faint galaxies to overpredict observed 3.6µm and 4.5µm counts. We therefore apply a post-correction
Figure 4.3  Top: The 4.5μm vs 0.5-2keV flux distribution of normal galaxies from the Millennium Simulations lightcones of Henriques et al. 2012. The flux limit of the Spitzer/IRAC maps of ref. (66) is shown as the horizontal line. The color scheme corresponds to the log-scaled flux contribution to the total (resolved+unresolved) CIB×CXB SdN/dS, red/blue representing large/low contribution. Bottom: the unresolved selection for X-ray galaxies using an IR threshold of 25 mag extracted from this catalog (see Eqn 4.19).
to the galaxy population by shifting excess sources of magnitude $m$ by a factor

$$\Delta m = \frac{|m(n_{obs}) - m(n = n_{obs})|}{\delta} \quad (4.8)$$

where $m(n)$ are the Millennium SAM derived counts and $n_{obs}$ are the observed counts. We find that for a modification factor of $\delta = 1.05$ the population of ref. \(165\) is brought into a good agreement with the observed counts while conserving the total number of systems and their redshift distribution. Figure 4.3 shows the 4.5$\mu$m versus 0.5–2 keV brightness distribution of normal galaxies according to the Millennium SAM where we have used the SFR and $M^*$ to predict the X-ray luminosity via $L_X = \alpha M^* + \beta$SFR of ref. (207) and include a scatter of $\sigma = 0.4$ (this is the same relation as the $L_X$-$L_{IR}$ in Equation 4.6 with the conversion SFR/$L_{IR}$=9.8 $\times$ 10$^{11}$).

The approximate detection limit of the Spitzer maps is shown in Figure 4.3 as horizontal line and the color scheme scales with flux per solid angle i.e. depicting the contribution to the total CXB$\times$CIB background. From Figure 4.3 it is clear that most of the background light is resolved and eliminated in the masking process with a diminishing contribution from the remaining unresolved sources towards the bottom left. We define the selection function of 0.5–2 keV source removal as the unresolved galaxy fraction

$$\eta(S_X|m_{lim}) = \frac{N(S_X|m > m_{lim})}{N(S_X|m)} \quad (4.9)$$

and display it in the bottom panel in Figure 4.3. This shows that for an IR limit of
25 mag, 90% of sources are removed at $\simeq 3 \times 10^{-18}$ erg s$^{-1}$cm$^{-2}$ which considerably fainter than the flux limit of CDFS (221). Systems identified as subhalos in the Millennium catalog were removed together with its parent halo provided it is brighter than $m_{\text{lim}}$. The subhalos have little effect on our results.

Our XLF model allows us to construct the flux production rate per solid angle from undetected galaxies by folding $\eta(S)$ into Equation 1.19

$$\frac{dF_X}{dz} = \int \eta(S) S \frac{dn}{dS} dS$$  

(4.10)

where $F_X$ is the X-ray flux per solid angle. Figure 4.4 shows the history of the emitted X-rays from galaxies remaining after removing IR sources brighter than 25 mag. Very little CXB remains at $z \lesssim 0.5$ after source subtraction but rises thereafter and peaks at $z \sim 1$ close to the peak of the star formation history.

### 4.4.2 X-ray AGN

The resolved CXB is dominated by AGN populations which have been studied in detail by Chandra and XMM-Newton out to $z \sim 3$. For X-ray AGN we use the population model of ref. (231) based on X-ray luminosity functions and evolution of AGN. The models consider the observed XLFs, $k$-corrections, absorption distribution and spectral shapes of AGN and return the observed X-ray flux distribution at any redshift. The models have been shown to adequately reproduce source counts, redshift distribution and intrinsic column densities. Our adopted AGN population contains sources in the $0<z<8$ range with a wide range in luminos-
Figure 4.4  Top: The unresolved CIB (4.5 μm) production rate from unresolved galaxies, all galaxies and intrahalo light (green, black, red). The light shaded region shows the range of IHL flux for SED templates with different ages (20–900 Myr), metallicities (0.04–0.001 \( Z_\odot \)) and IMF. Model details are explained in Section 4.3. The AGN contribution falls slightly below the plot range. Bottom: The unresolved 0.5-2 keV CXB production histories from galaxies, AGN and diffuse gas (green, blue, red).
Figure 4.5  *Upper:* The selection of the unresolved regime for galaxies (darkest gray shade) and AGN (gray shade). Note that for a constant $m_{IR}$ limit, a larger fraction of AGN remain unresolved due to their higher X/O ratio and greater dispersion. The complement of the X-ray source selection in AEGIS-XD ref. (230) is shown for comparison (lightest gray shade). This essentially defines the unresolved regime in C13 for X-ray source removal i.e. without additional IR masking. *Lower:* The source counts of ref. (204) compared with our adopted ref. (231) model for AGN (blue), and our XRB population model (green). The dotted line shows the hot gas contribution from virialized halos.
ity, $38 < \log(L_X/\text{erg s}^{-1}) < 47$, to allow for very faint unresolved sources. Column densities are $20 < \log(N_H/\text{cm}^2) < 26$. The evolution of the AGN XLF is modeled with and without an exponential decay at $z>2.7$ on top of the extrapolated evolution from lower redshift parametrization of ref. (232), i.e. $\phi(L, z) = \phi(L, z_0)10^{-0.43(z-z_0)}$ with $z_0=2.7$ (231). We do not include the decrease at high-$z$ which results in a CIB×CXB signal within a factor of two of the case with a decline. In Figure 4.3 we show the counts from our adopted AGN model and compare with data.

The extent to which AGN are removed by the joint IR/X-ray mask of C13 is estimated based on data from ref. (218) who provide X/IR flux ratios for 1761 sources in the COSMOS survey reaching $S_{0.5-2\text{keV}} = 1.9 \times 10^{-16}\text{erg s}^{-1}\text{cm}^{-2}$. Towards faint fluxes AGN tend to become brighter at $3.6\mu\text{m}$ deviating from the classic X/O=0. We fit a linear relation to the $3.6\mu\text{m}$ vs 0.5-2 keV distribution, $m_{\text{IR}} = -1.5 \log S_X - 1.7$, and extrapolate to the faint regime with a large Gaussian dispersion of $\sigma=1.5$ mag. We then apply $m_{\text{lim}} = 25$ to extract the selection $\eta(S)$ for the X-ray removal (see Eqn 4.9). The scatter $\sigma=1.5$ mag is chosen such that the resulting shot noise $P_{SN}^X$ in the X-ray power spectrum matches the data. The selection is shown in the top panel in Figure 4.3 demonstrates the extended tail of unresolved X-ray AGN caused by the wide dispersion in their IR flux (see 218). In Figure 4.4 we show the unresolved AGN CXB production rate as function of the redshift. The bulk of the CXB flux from undetected AGN comes from $z\sim1$. 
4.4.3 Diffuse Hot Gas and WHIM

In Section 4.4.1 we calculated the CXB contribution of gas heated within galaxies. However, diffuse gas in groups and filaments (including the WHIM) also contributes to the CXB and was found to dominate the unresolved 0.5-2 keV CXB fluctuations of (210). Scaling relations indicate that the X-ray masking of C13 removes galaxy clusters and groups down to \( \log(M/M_\odot) = (12.5 - 13.5) \) (i.e. \( kT<1.5 \) keV) (233). Thus only the low luminosity (low mass) and warm population of galaxy groups and filaments contributes to the unresolved CXB.

Since this class of objects is difficult to model analytically, we describe their properties using a set of mock maps from ref. (234), who used a cosmological hydrodynamical simulation to define the expected X-ray surface brightness due to the large scale structures. The original hydrodynamical simulation (see the details in ref. (233)) follows the evolution of a comoving volume of 37.5 \( h^{-1} \)Mpc\(^3\) considering gravity, hydrodynamics, radiative cooling and a set of physical processes connected with the baryonic component, among which a chemical enrichment recipe that allows to follow the evolution of seven different metal species of the intergalactic medium (IGM). From its outputs, ref. (234) simulated 20 lightcones with a size of \(~0.25\) deg\(^2\) each covering the redshift interval 0<\(z<1.5\). Each pixel of the maps contains information about the expected observed spectrum in the 0.3–2.0 keV band with an energy resolution of 50 eV. The emission coming from the IGM was computed assuming an emission from an optically thin collisionally-ionized gas (Apec in XSPEC) model and considering the abundances of the different metal species provided by the
simulation.

These maps/spectra have been convolved with the Chandra response in order to reproduce the effective Chandra count rates. Since the CXB data of C13 are masked for galaxy clusters, we apply a source masking on the simulated maps. We have simulated observations with the actual depth of the C13 field and added an artificial isotropic particle and cosmic background according to the levels estimated directly from the maps of C13. Random Poisson noise was artificially added to the image and we ran a simple wavelet detection with a signal to noise ratio threshold of 4. We have then excluded all the regions within which the overall encircled signal from sources is above 4σ with respect to the background. The unresolved CXB production rate averaged over all the realizations is shown in Fig. 4.4.

4.5 The Angular Auto/Cross Power Spectrum of Multiple Populations

As before, we describe cosmic background fluctuations by the angular power spectrum, \( P(q) = P(q) + P_{SN} \). The first term, representing the clustering, can be related to the three dimensional power spectrum of the underlying sources, \( P(k, z) \), by Equation [1.24]

\[
P(q) = \int \frac{H(z)}{c d_c^2(z)} \sum_i \sum_{j \geq i} \left[ \frac{dF}{dz} \right]_i \left[ \frac{dF}{dz} \right]_j P_{ij}(qd_c^{-1}, z) dz \tag{4.11}
\]
Figure 4.6 The auto power spectra of the unresolved CIB fluctuations at 3.6\,µm and 4.5\,µm. Data points are from ref. \[66\]. The contribution from known galaxies and AGN are shown as green and blue line respectively (the AGN contribution barely visible above the plot range). The hypothetical IHL contribution is shown as red dashed line. We compare this with the original IHL model from ref. \[67\] (dotted lines). All models are convolved with the IRAC beam taken from ref. \[64-78\].

Figure 4.7 The auto power spectra of the unresolved X-ray background fluctuations from different populations at the levels of C13. The contribution of normal galaxies (mostly XRBs) is shown in green and AGN in blue and hot/warm gas in red. We also display the net coupling term of the three components (orange).
which we have modified to account for several distinct populations. The quantities in the square brackets are the unresolved flux production rates constructed in the previous sections for each source population which are denoted by the indices \( i \) and \( j \) running over 1: galaxies, 2: AGN, 3: diffuse emission. The summation results in six terms, three auto power terms \((i = j)\) and three cross terms \((i \neq j)\) that represent the coupling of different populations that live at the same epochs and share the same environments. The shot noise then takes the form

\[
P_{SN} = \int_{0}^{S_{lim}} S^2 \sum_{i} \left[ \frac{dn}{dS} \right]_{i} dS
\]  

(4.12)

where \( S_{lim} \) is the minimum detected source brightness and \( i \) denotes the source population as before. Note, that the shot noise, sometimes called Poisson term, does not have coupling (cross) terms as it represents a random process and is uncorrelated between different populations. Figures 4.6 and 4.7 show the modeled auto power spectrum of the angular fluctuations in the CIB and the CXB respectively, comparing them with current measurements.

In the description above, “coupling” terms \((i \neq j)\) refer to the correlation of different populations at the same wavelength, not cross power between two wavelengths. The CIB×CXB cross power spectrum can be written

\[
P_{tot}^{X,IR}(q) = \int \frac{H(z)}{cd_{c}^{2}(z)} \sum_{i} \sum_{j} \left[ \frac{dF^{X}}{dz} \right]_{i} \left[ \frac{dF^{IR}}{dz} \right]_{j} P_{ij}(qd_{c}^{-1},z)dz
\]  

(4.13)

where the summation results in nine terms representing all combinations of cross
correlated X-ray and IR contributions from different source populations (note the different summation over \( j \) compared to the conditional \( j \geq i \) in Equation (4.24)).

The cross power of the shot noise term is

\[
P_{\text{SN}}^{\text{IR}, \text{X}} = \int_{0}^{S_\text{lim}^{\text{IR}}} \int_{0}^{S_\text{lim}^{\text{X}}} S_\text{IR} S_\text{X} \frac{d^2 N}{dS_\text{IR} dS_\text{X}} dS_\text{IR} dS_\text{X} \quad (4.14)
\]

which is added to \( P_{\text{SN}}^{\text{IR}, \text{X}}(q) \). This expression however, requires additional knowledge of the \( dS_\text{IR}/dS_\text{X} \) dependence of each population in order to be evaluated. As our model construction lacks this information we use instead

\[
P_{\text{SN}}^{\text{IR}, \text{X}} = \int \left[ \frac{dP_{\text{SN}}^{\text{IR}}}{dz} \frac{dP_{\text{SN}}^{\text{X}}}{dz} \right]^{1/2} dz. \quad (4.15)
\]

We test the accuracy of this Equation using the Millennium lightcones which give \( P_{\text{SN}}^{\text{IR}, \text{X}} \) directly and find it to be a good approximation to Equation (4.14) (see Figure 4.0).

4.5.1 Halo Model

Our description of angular fluctuations requires knowledge of the power spectrum of luminous sources. The distribution of sources inside the same collapsed dark matter halos can be related to the \( \Lambda \)CDM matter density field adopting a Halo Occupation Distribution (HOD) within a widely used halo model formalism (1.55). Similar to the procedure in Chapter 2 the power spectrum of clustering can be approximated
as the sum of two terms

\[
P_{ij}(k) = P_{ij}^{1h}(k) + P_{ij}^{2h}(k),
\]

a one-halo term, \(P_{ij}^{1h}\), describing the correlated fluctuations between sources within the same parent halo, and a two-halo term, \(P_{ij}^{2h}\), arising from the spatial correlation of two sources hosted by separate parent halos. As before, the \(i \neq j\) terms represent coupling terms between different populations, whereas for \(i = j\) the expressions reduce to the more familiar form used in Section 2.3.2. For source populations \(i\) and \(j\) these can be written

\[
P_{ij}^{1h}(k) = \int \frac{dn}{dM} \frac{N_i^c N_j^c + N_i^s N_j^s u(k|M) + N_i^s N_j^s u^2(k|M)}{\bar{n}_i \bar{n}_j} dM
\]  

(4.17)

\[
P_{ij}^{2h}(k) = P_{\text{lin}}(k)(B_i^c + B_i^s)(B_j^c + B_j^s)
\]

(4.18)

where

\[
B_i^c = \int \frac{dn}{dM} \frac{N_i^c}{\bar{n}_i} b(M) dM
\]

(4.19)

\[
B_i^s = \int \frac{dn}{dM} \frac{N_i^s}{\bar{n}_i} b(M) u(k|M) dM.
\]

(4.20)

The individual quantities are defined as follows

- \(dn/dM\) is the evolving halo mass function for which we use the formalism of ref. [156]

- \(\langle N_i^c(M, z) \rangle\) (\(N_i^c\) shorthand) is the average halo occupation of central sources
- \( \langle N^s_i(M, z) \rangle \) (\( N^s_i \) shorthand) is the average halo occupation of satellite sources

- \( \bar{n}_i(z) \) is the average number density of population \( i \) such that

\[
\bar{n}_i = \int \left( \langle N^c_i(M, z) \rangle + \langle N^s_i(M, z) \rangle \right) \frac{dn}{dM} dM.
\]  

- \( P^{\text{lin}}(k, z) \) is the linear \( \Lambda \)CDM power spectrum computed using the transfer function of ref. (157) and the adopted cosmological parameters.

- \( u(k|M) \) is the normalized Fourier transform of the NFW halo profile (158–155)

- \( b(M, z) \) is the linear halo bias adopted from the ellipsoidal collapse formalism of ref. (156)

It should be kept in mind that all quantities in Equations (4.16)–(4.19) are evolving with redshift but we have omitted this in the expressions to keep the notation tidy.

### 4.5.2 Halo Occupation, Bias and Mass Selection

The halo occupation distribution (HOD) has been widely investigated for both galaxies and AGN. We adopt standard parameterizations of \( N^c(M) \) and \( N^s(M) \) which have been found to match observed data. For galaxies, we assume the four parameter description of (159)

\[
N^c_{\text{gal}} = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log M - \log M_{\text{min}}}{\sigma_{\log M}} \right) \right],
\]

\[
N^s_{\text{gal}} = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log M - \log 2M_{\text{min}}}{\sigma_{\log M}} \right) \right] \left( \frac{M}{M_{\text{sat}}} \right)^\alpha,
\]  

(4.22)

(4.23)
Figure 4.8 *Upper:* The approximate lowest halo mass removed by the IR mask as a function of redshift obtained from the Millennium SAM of ref. (82). The three lines correspond to 80,90,95% of systems in the Millennium catalog being removed (top to bottom). The dashed line indicates the approximate removal threshold of groups/clusters in the X-ray maps (see [236]). *Lower:* The large scale bias, $b_{\text{eff}}$ (Eqn. 4.27), from galaxies, AGN and diffuse components. The solid lines show the biasing for a masked density field with the mass selection function in the upper panel whereas the dotted lines show the case of no source subtraction. Notice that at low redshift, the density field of undetected systems is underbiased.
where $M_{\text{min}}$ is the minimum halo mass that can host a central galaxy and $\sigma_{\log M}$ controls the width of the transition of the step from zero to one central galaxy. The satellite term has a cut-off mass which is twice as large as the one for central galaxies and grows as a power-law with a slope of $\alpha$ and is normalized by $M_{\text{sat}}$. The amplification of the fluctuations through large scale biasing is most sensitive to the choice of $M_{\text{min}}$ which is not well known as galaxies in the lowest mass halos are not detected. At a given redshift however, the source subtraction removes the massive halos from top-down and limits the range of mass scales where the unresolved fluctuation signal arises, $M_{\text{min}} < M < M_{\text{cut}}(z)$, where $M_{\text{cut}}(z)$ is the lowest mass halo removed at $z$ (see Figure 4.8 upper). We have adopted the following parameters of the HOD-model motivated by SDSS measurements of ref. [160]: $\sigma_{\log M} = 0.2$, $M_{\text{min}} = 10^{10} M_\odot$, $M_{\text{sat}} = 5 \times 10^{10} M_\odot$, and $\alpha = 1$ where we have deliberately chosen a low cutoff mass, $M_{\text{min}}$, allowing low mass halos hosting galaxies well into the unresolved regime.

The HOD of AGN is less certain due to low number statistics but AGN seem to be preferentially found in halos of $\sim 10^{12.5} M_\odot$. The HOD has been measured for X-ray selected AGN at $z \lesssim 1$ ([237, 238, 239]) and optical quasars out to $z \sim 3$ ([240, 241]). Previous studies suggest that, compared to optical quasars, X-ray selected AGN are more strongly clustered and reside in more massive host halos but the host halo mass range is insufficiently constrained for a definitive conclusion ([242]). Like galaxies, the central AGN are modeled as a softened step function at $M_{\text{min}}$ but the satellites
are described by a power law with a low mass rolloff

\[
N_{\text{AGN}}^a = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log M - \log M_{\text{min}}}{\sigma_{\log M}} \right) \right], \quad (4.24)
\]

\[
N_{\text{AGN}} = \left( \frac{M}{M_1} \right)^\alpha \exp \left( - \frac{M_{\text{cut}}}{M} \right) \quad (4.25)
\]

This description has five free parameters: \( M_{\text{min}} \), the characteristic mass scale of the step where the HOD goes from zero to a single AGN per halo, with the transition width controlled by \( \sigma_{\log M} \). The mass at which a halo contains on average one satellite AGN is described by \( M_1 \); \( \alpha \) is the power-law index controlling the steepness of the satellite HOD with increasing host mass; \( M_{\text{cut}} \) is the mass scale below which the satellite HOD decays exponentially. We have chosen parameters obtained in a numerical study of ref. (243) which agree with measured values when a selection of \( L_{\text{bol}} > 10^{42} \text{erg/s} \) is applied. We interpolate the redshift evolution of the \( L_{\text{bol}} > 10^{42} \text{erg/s} \) parameters given in Table 2 of ref. (243).

The HOD of our diffuse component is somewhat uncertain as it does not describe the same population in X-rays and IR i.e. hot/warm gas as opposed to diffuse starlight. We allow the diffuse component to trace the NFW halo profile by considering a satellite term only, setting the HOD of central sources to zero. For diffuse IR, we adopt the parameters from the IHL model of ref. (97) discussed in Section 4.3.3 and assume that this component arises in halos in the \( \sim 10^9 - 10^{12} M_\odot \) range. However, gas does not reach sufficient temperatures in such small halos but we neglect this by allowing hot gas is to live in halos anywhere below the mass limit of detected (and removed) groups and clusters identified by ref. (236) in the EGS.
field (see dashed line in Fig. [4.8]).

When faced with source-subtracted images, the density field is modified in the process of masking the brightest sources which live in the most massive, and consequently, most biased halos. This effect can be accounted for by knowing the mass dependent luminosity distribution i.e. the conditional luminosity function. Since we do not have this information, we use the semi-analytical model of mapped onto the Millennium Simulations to explore the halo mass dependence of source removal in deep IR maps. We eliminate all galaxies brighter than \( m_{\text{lim}} = 25 \) and construct a mass selection function defined as the fraction of unresolved systems as a function of host halo mass

\[
\eta(M, z) = \frac{N(M, z | > m_{\text{lim}})}{N(M, z)}.
\] (4.26)

We display this function in Figure 4.8 (upper panel) which shows the mass scale at which 80\%, 90\% and 95\% of the systems are removed as a function of redshift. We multiply our galaxy HOD (Eqn. 4.22) by this function, thereby subtracting the massive halos from the density field (including their satellites). Since this function is derived from galaxies, we do not apply this mass selection to the AGN and diffuse component and instead use the X-ray cluster/group detection limits of ref. [236] as the upper mass limits. The overall effect of this is shown in Figure 4.8

The amplification of fluctuations through large scale biasing of the sources
Figure 4.9 The net cross-power spectrum $q^2 P_{\text{IR}, X}(q)/2/\pi$ from normal galaxies in units of erg s$^{-1}$ cm$^{-2}$ nWm$^{-2}$ sr$^{-2}$. The green line shows the prediction from our population model calculated using the Limber equation and the halo model formalism described in the text. The gray areas show the result from directly Fourier transforming simulated images, $P_{\text{IR}, X}(q) = \langle \Delta_{\text{IR}}(q) \Delta_{\text{R}}^*(q) \rangle$, obtained from a semi-analytic models based on the Millennium Simulation [S2].

follows from Equations 4.10 in the limit where $u(k|M) \to 1$, or equivalently

$$b_i^{\text{eff}}(z) = \int \frac{dM}{dM} \frac{N_i^c + N_i^s}{\bar{n}_i} b(M, z) dM$$  \hspace{1cm} (4.27)

where the mass dependent halo bias comes from the prescription of ref. (156). The quantity is shown in Figure 4.8 for galaxies, AGN and diffuse emission. We also show the bias without halo subtraction due to $\eta(M)$ i.e. in the absence of source masking. Note, how the density field becomes underbiased at low redshifts where the mask is most effective.

4.5.3 Comparing fluctuation models with N-body simulations

In real measurements, the angular power spectrum is obtained directly from the masked and Fourier transformed image, $P_{mn}(q) = \langle \Delta_m(q) \Delta_n^*(q) \rangle$. However, our
calculation of $P(q)$ relies on the projection of emitting populations via the Limber equation with empirically motivated assumptions for their HOD. A more sophisticated treatment would link the source luminosities to host halo masses in a conditional luminosity function, $\Phi(L(M))$ (see e.g. 244, 245). In order to test the validity of the approximations made, we make use of the Millennium Simulation SAM of ref. 82 to derive the unresolved CIB×CXB power spectrum from galaxy populations. The evolving simulation box has been projected to construct lightcones that provide 2 deg$^2$ mock images of the extragalactic sky based on the SAM (163). From the mock catalogs, we remove all galaxies brighter than IRAC$^{3.6,4.5}$ magnitude 25 AB including substructure associated with the parent halo. The X-ray emission is calculated using the relation of ref. 207 $L_X = \alpha M^* + \beta \text{SFR} + (1 + z)^{0.5}$ where we have added the last term to account for evolution (see Section 4.4.1).

We calculate the source-subtracted fluctuations directly from the mock images, $\langle \Delta_m(q) \Delta_n^*(q) \rangle$, and compare the results with our fluctuation model in Figure 4.9. Despite the difference in approach, this SAM and our population model predict consistent fluxes and CIB×CXB cross-power.

4.6 Results

4.6.1 CIB Fluctuations

Figure 4.6 shows the auto power spectrum of CIB fluctuations from unresolved galaxies, AGN and IHL, comparing them with the measurements of C13. The contribution from unresolved galaxies (green) is discussed in detail in ref. 73 and
the IHL (red) is close to that of ref. (67). We only use the default model from ref. (73) which has been validated in the SEDS survey (Fig. 34 in 33) reducing the uncertainties of the faint-end extrapolation of the luminosity function. The contribution from AGN (blue) is much smaller due to their low numbers compared to IR galaxies, < 10%. In addition, C13 found that their source-subtracted CIB power spectrum is independent of the X-ray mask. This means that X-ray flux that may be missed by the IR mask, such as from the wide wings of the extended Chandra PSF, will show up in the CXB power spectrum but will not contribute to the cross-power CIB×CXB.

4.6.2 CXB Fluctuations

We find that the CXB power spectrum is dominated by shot noise from unresolved AGN (see Fig. 4.7) with the contribution from galaxies and gas being considerably lower. However, a different study finds the largest contribution to come from hot gas ref. (210). There are various reasons for the different findings. First, the X-ray maps of ref. (210) are deeper (4Ms) than C13 (800ks) allowing ref. (210) to directly mask AGN to much fainter levels. Second, ref. (210) modeled AGN in the luminosity range 42<log (L/L⊙)<47 whereas we include AGN all the way down to log (L/L⊙)=38. This makes a substantial difference in the abundance of faint AGN.

The net CXB from unresolved galaxies and AGN is $2.1 \times 10^{-13}$ and $7.9 \times 10^{-14}$ erg s$^{-1}$ cm$^{-2}$ deg$^{-2}$ respectively. Whereas the CXB power spectrum is consistent with being entirely due to shot noise from unresolved AGN there is a hint of
additional clustering towards large scales which is not accounted for. No reasonable amount of clustering (bias \( \lesssim 30 \)) is sufficient to account for enhanced CXB fluctuations on scales \( >200'' \). If this component is real and extragalactic in nature, it could indicate the source of the coherence with the CIB fluctuations. However, it is important to note that the 0.5–2 keV fluctuations are contaminated by foreground emission from the Galaxy which is not sensitive to the removal of extragalactic point sources. Any interpretation of the CXB power spectrum therefore carries an intrinsic source of uncertainty due to the contribution of the Galaxy. A non-negligible Galaxy component at \( <1 \) keV could explain why C13 measure a low-level of cross-correlation between \([0.5-2]\) keV and \([2-4.5]-[4.5-7]\) keV maps. While irrelevant for the \( \text{CXB} \times \text{CIB} \) cross-power spectrum, correcting for the Galaxy would reduce the measured CXB power spectrum. Additionally, the extended point-spread function (PSF) of Chandra could spread some fraction of the X-ray point source flux outside the finer IR mask. This would not show up in the \( \text{CIB} \times \text{CXB} \) cross-power as the large scale CIB fluctuations do not correlate with either IR or X-ray removed sources.

4.6.3 \( \text{CIB} \times \text{CXB} \) Fluctuations

We start with summarizing the resultant contributions to the cross-power from three main components appearing in Figure 4.10: galaxies, AGN and diffuse:

- **Galaxies.** The largest contributions to the cross-power comes from galaxies \((\text{gal}_{\text{IR}} \times \text{gal}_X, \text{green line})\) and AGN \((\text{gal}_{\text{IR}} - \text{AGN}_X, \text{purple line})\). A significant
Figure 4.10  The X-ray versus IR cross-power terms of all source populations compared to measurements from ref. \cite{7}. The total cross-power spectrum from all terms is shown as solid black line. The individual terms are galaxies_{IR}-galaxies_{X} (green), galaxies_{IR}-AGN_{X} (purple), galaxies_{IR}-diffuse_{X} (orange), AGN_{IR}-galaxies_{X} (turquoise), AGN_{IR}-AGN_{X} (blue) and diffuse_{IR}-diffuse_{X} (red). Auto terms are shown as dashed lines ($i = j$) whereas coupling terms ($i \neq j$) are shown as dashed-dotted lines.
galaxy–galaxy component is expected because i) they make-up a substantial unresolved CIB component and ii) dominate AGN at faint X-ray fluxes (see Fig. 4.5). The small scale cross-power is in good agreement with the data, the \( \text{gal}_{\text{IR}} \times \text{gal}_{\text{X}} \) shot noise making up \( \sim 30\% \). This fraction decreases towards large scales however. In order to explain the shape of the CIB×CXB fluctuations at all scales in terms of galaxies only, one needs to alleviate the problem of the low clustering with respect to shot noise, as is the case with the CIB fluctuations. Simply increasing the flux of the unresolved populations would overproduce the small scale power. A way of increasing the large scale power without affecting the shot noise is to enhance the galaxy bias. However, this requires bias of \( \gtrsim 10 \) which is not expected for faint low-mass systems. We therefore conclude that the entire CIB×CXB signal cannot originate from normal galaxies unless future measurements show that the cross-fluctuations \( (q^2 P(q)/2/\pi) \) decrease towards large scales as opposed to staying roughly flat as indicated by the C13 data.

- **AGN.** Shot noise from unresolved AGN provides the largest contribution, \( \sim 60\% \) to the small scale CIB×CXB power (Fig 4.11 blue line). This is because a greater fraction of bright AGN remains unresolved after IR masking (see Figure 4.5). At large scales, their \( \text{AGN}_{\text{IR}} \times \text{AGN}_{\text{X}} \) contribution is small due to lower flux in both IR and X-rays compared with galaxies. However, a substantial contribution comes from X-ray AGN correlating with IR galaxies (purple line). As shot noise does not appear in this term, the cross power
spectrum has a shape that resembles the data but with an amplitude which is more than an order of magnitude below the data. To test whether this term could be enhanced, we examined the case in which the IR source subtraction removes no additional AGN i.e. only AGN detected in X-rays are removed. This gives an amplitude that is one order of magnitude below the data points. Enhancing the clustering of the AGN population to the levels of very biased high-$z$ quasars, corresponding to AGN living in $>10^{13} M_\odot$ halos, still falls below the measured levels. In fact, both our AGN population model and our AGN removal selection are chosen conservatively and should, if anything, give a smaller signal (see Figure 4.5).

- **Diffuse.** Dispersed starlight around and between masked galaxies can share the same environment with diffuse warm gas in collapsed halos and filaments. For distant structures however, the thermal spectrum of the ionized gas, $\sim 1$ keV, quickly redshifts out of the 0.5-2 keV band (see Section 4.4.3) and has therefore limited correlations with the IHL which mostly arises at different epochs, $z \sim 1 - 4$. Despite this, the large scale CIB×CXB component arising between IHL and warm gas at $z < 1$ is comparable to that of galaxies and AGN (see Figure 4.10 red). The diffuse component could be made larger if the bulk of IHL emission arose at low-$z$ in halos $\gtrsim 10^{12.5} M_\odot$, but this would be unlikely to explain the entire CIB×CXB data. Coherence between IHL and X-ray galaxies/AGN is also difficult to accommodate for the following reasons. In the resolved regime, the point sources are masked so any X-ray
Figure 4.11 The 4.5 vs 0.5–2 keV cross power spectrum. Data points are from C13. The dark gray region corresponds to the 1σ uncertainty in the best fit model \( P(q) = a_1 P_{\Lambda CDM} + a_2 \) with the two individual terms shown as light gray regions. Our model of net contribution from galaxies, AGN and diffuse emissions is shown as black dashed line.

emission originating in the central regions is eliminated with no correlation with diffuse IR light outside the mask. In the unresolved regime, the IR galaxies themselves should dominate over IHL which can only constitute a fraction of the total galaxy light. We already account for the coherence of unresolved IR galaxies with X-ray galaxies/AGN. Furthermore, the fact that the CIB fluctuations are not sensitive to the X-ray mask argues against the removed X-ray sources being responsible for the CIB\( \times \)CXB signal. We note the additional problems with the IHL hypothesis in Sec. 4.3.3.

Despite the large uncertainties in the data, there seems to be a systematic lack of cross-power at the large scales > 300\arcsec where the source clustering is in the linear regime. At small scales, our modeled shot noise term is in agreement with
Table 4.1 Comparison of our net model with the best-fit model $P(q) = a_1P_{\Lambda CDM} + a_2$. The power is in units of erg s$^{-1}$cm$^{-2}$nW m$^{-2}$sr$^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>Clustering $^1$</th>
<th>Shot noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(a_1 \times 10^{17})$</td>
<td>$(a_2 \times 10^{19})$</td>
</tr>
<tr>
<td>Best-fit</td>
<td>2.5±2.1</td>
<td>4.3±1.7</td>
</tr>
<tr>
<td>This work</td>
<td>0.21</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Note. — $^1$clustering at 1000$''$

the data. To better understand these results, we consider a simple model composed of linear CDM clustering and a noise term, $P(q) = a_1P_{\Lambda CDM} + a_2$ where $a_1$ and $a_2$ are free parameters and $P_{\Lambda CDM}$ is normalized to unity at 1000$''$. This model is then convolved with the Chandra response function. For 4.5μm vs [0.5–2 keV], we find best-fit parameters $a_1 = (4.3 \pm 1.7) \times 10^{-17}$ and $a_2 = 1.3 \pm 0.3 \times 10^{-19}$ in erg s$^{-1}$cm$^{-2}$nW m$^{-2}$sr$^{-1}$, resulting in a $\chi^2/12 = 1.2$ (see Figure 4.11)$^3$. The net power from our model of $z < 6$ sources (black line) is a poor fit to the data ($\chi^2/8 = 2.8$) falling more than an order of magnitude below the best-fit model. This distinction is not significant at 3.6μm vs [0.5–2 keV] due to the large uncertainties but the systematically growing discrepancy towards large scales suggests the same behavior as 4.5μm vs [0.5–2 keV]. This is illustrated in Figure 4.12

$^3$The smallest scale data point at 10.5$''$ is offset with respect to the rest and as a result leads to smaller $a_2$ and drives up the $\chi^2$. This is why the gray best-fit region seems somewhat below the small scale data points. If we neglect this data point the best-fit model is brought in perfect agreement with our modeled shot noise.
Figure 4.12  The systematic discrepancy of the cross power spectra of our model and the data as a function of angular scale, $P_{\text{data}}(q)/P_{\text{model}}(q)$. The normalized model is indicated by the dashed line. The 1σ regions of the best-fit two parameter model is show in light gray.

4.7 Discussion

In this paper we have considered known populations of X-ray sources at $z < 6$ in an attempt to explain the measured spatial coherence of the unresolved CIB and CXB. The dominant contribution to the modeled CIB×CXB signal comes from unresolved galaxies containing X-ray binaries and IR galaxies associated with X-ray emitting AGN found within the same large scale structures. However, we find that the combined contribution from galaxies, AGN and hot gas, is unable to produce the large scale cross-power needed to explain the data. At 4.5μm vs 0.5–2 keV, the large scale cross-power is only $(2.6 \pm 1.0)\%$ of the best-fit model, but the discrepancy decreases towards small angular scales where the shot noise becomes consistent with the best-fit. At 3.6μm vs 0.5–2 keV these identifications are not robust due to larger uncertainties in the data.
While other mechanisms capable of producing a correlation between X-rays and IR may exist, they are generally expected to be much weaker than the dominant forms considered in this work: galaxies, AGN and hot gas. Thermal emission from hot dust \( \sim 700 \text{K} \) would have to arise in the local universe as it would otherwise redshift out of the near-IR bands and it is also inconsistent with the observed blue color of the source-subtracted CIB fluctuation in the 2.4-4.5\( \mu \text{m} \) range. Because of its red colors, any dust dominated component would have to be underdominant in the CIB fluctuations while being associated with X-ray emission from the dominant CXB component i.e. the Galaxy foreground or obscured AGN. Infrared cirrus emission in the Galaxy should absorb X-rays and exhibit a negative cross-power contrary to the measurements of C13. In the case of obscured AGN, they make up a greater fraction of the hard CXB and are less significant in soft X-rays. This is not consistent with the fact that C13 detect CIB×CXB cross-correlation in the 0.5–2 keV band but not in the harder bands. Furthermore, the cross-correlation between the \([0.5–2]\) keV band and both \([2–4.5]\) and \([4.5–7]\) keV are small. There is a hint of clustering in the CXB power spectrum at \(>100''\) which may or may not be the source of coherence with the CIB. However, the component producing the large scale CIB×CXB cannot constitute less than \(~15–20\%\) of the CXB clustering.

The possibility that the CIB×CXB signal is contributed by high-\(z\) miniquasars is discussed in C13. Such objects are expected to form early and grow rapidly in order to explain the population of bright quasars already in place at \(z \sim 6\). Ref. [79] have constructed a population model of highly obscured direct collapse black holes that is able to account for 1) net CIB measurements and \(\gamma\)-ray absorption
constraints, 2) the shape and amplitude of the source-subtracted CIB fluctuations, 3) the unresolved soft CXB level, and 4) the shape and amplitude of the spatial coherence in the unresolved CIB×CXB. The inclusion of such a component improves the CIB×CXB best-fit considerably (see Fig [4.11]). Whether these requirements can be realistically satisfied physically by other types high-z miniquasars and at the same time stay within limits imposed by reionization and black hole mass growth, will be investigated in future work.
Chapter 5: Summary and Conclusions

In this dissertation I have sought to understand current CIB measurements in terms of all sources emitting since the era of the first stars. First, I did so by modeling the CIB arising from known galaxy populations using 233 measured UV, optical and NIR luminosity functions from a variety of surveys spanning a wide range of redshifts. I found that fluctuations from known galaxy populations are unable to account for the large scale CIB clustering signal seen by current space observatories, and continue to diverge out to larger angular scales. This suggests that known galaxy populations are not responsible for the bulk of the observed fluctuation signal and favors a new population of faint and highly clustered sources. I also empirically reconstructed the evolving extragalactic background light from galaxies, deriving the associated opacity of the universe to high energy photons out to $z \sim 4$. In the absence of significant contributions to the cosmic diffuse background from unknown populations, I found that the universe appears to be largely transparent to $\gamma$-rays at all *Fermi*/LAT energies out to $z \sim 2$ whereas becoming opaque to TeV photons already at $z \lesssim 0.2$. Finally, I studied contributions from extragalactic populations to the positive cross-correlation signal of the CIB fluctuations with the CXB. I modeled the X-ray emission from AGN, normal galaxies and hot gas, calculating their
CXB contribution and spatial coherence with all infrared emitting counterparts. At small angular scales, I found the coherence between the CIB and the CXB to be consistent with galaxies and AGN whereas at large scales the net contribution could only account for a fraction of the signal. The discrepancy suggests that the signal originates from the same unknown source population producing the CIB clustering signal out to \( \sim 1 \) deg.

5.1 Future Outlook

There exist several avenues along which CIB studies can be advanced, both in the near future and in the long term. In the short term, we will rely on more measurements from ongoing missions and better theoretical modeling of both the signal and foregrounds. New fluctuation measurements will soon be emerging from \textit{HST}/WFC3, CIBER and \textit{AKARI}/IRC, \textit{Spitzer}/IRAC, \textit{Chandra}, and \textit{XMM-Newton}, all of which will provide additional insights. However, there are several future observatories on the horizon that promise to deliver unprecedented measurements of CIB fluctuations, both in terms of depth and angular scales. Most notably, the James Webb Space Telescope (JWST), currently scheduled to launch in 2018, will probe deeper than any other instrument enabling the removal of very faint sources while leaving plenty of background pixels due to its superb resolution. The set of filters for its Near Infrared Camera covers the entire near-IR range 0.6-5\( \mu \)m including 1-3\( \mu \)m where little CIB data currently exists. NIRCAM will allow for a targeted search for a Lyman-break in the CIB via cross-correlations between individual filters, thereby
uniquely determining the epoch of the signal.

The Euclid telescope is scheduled to launch in 2018/19 with major science goals focused on dark energy, dark matter, primordial initial conditions, and modified gravity. With a target survey area of 20,000 deg$^2$ in several bands covering 0.5–2μm the observatory will enable CIB fluctuations measurements of unprecedented accuracy. Our ESA selected science program, *Looking at the Infrared Background Radiation Anisotropies with Euclid* (LIBRAE) led by NASA/GSFC, will use Euclid’s wavelength and area coverage to conclusively identify the origin of the CIB fluctuations in two ways: First, a fluctuation signal originating somewhere in the z=10–20 range should vanish shortwards of the Lyman break where radiation is absorbed by neutral hydrogen i.e. in the $(1 + z)\lambda_{\text{Ly}} = 1 – 2\mu\text{m}$ range. Second, the power spectrum of the fluctuations should start turning over at scales close to the first baryonic acoustic peak ($\gtrsim 1\degree$) as predicted by the ΛCDM power spectrum. The precise angular scale at which this occurs depends on the angular diameter distance to the epoch where the unresolved CIB was produced.

WFIRST is a NASA-led mission that shares many of the primary science goals with Euclid. WFIRST however, with its larger mirror size, will concentrate on a smaller area 2000 deg$^2$ but reaching much deeper, $\sim 27$ mag. WFIRST will be well suited for measuring the CIB and will bridge the gap between JWST and Euclid in terms of depth and area.

In order to establish a clustering signal from the high-$z$ universe from future data, one must have a good understanding of unresolved foreground galaxies at the depths and angular scales reached by each of the upcoming missions. Since the
appearance work of Helgason et al. 2012, more deep survey data has been published that provide better constraints on faint galaxy counts. In light of better constraints, CIB measurements with upcoming missions would greatly benefit from a reduction of the systematic uncertainties in the abundance of faint galaxies of Helgason et al. 2012 (HFE/LFE); i.e. better constraints of the slope for extrapolation to still fainter levels. The methodology of Helgason et al 2012 can be used to develop a reliable halo matching algorithm that populates dark matter halos in N-body simulations with observed galaxy abundances. This can be used to generate realistic mock images adapted to the instrument specifications of JWST, Euclid and WFIRST, allowing one to better understand various effects associated with CIB source subtraction. Examples of such effects include, i) the extent satellite galaxies are masked along with their parent halo, ii) to what extent the removal of the brightest, and most biased galaxies modifies the unresolved density field seen in the remaining pixels, and iii) whether any form of missing light in extended halos between masked galaxies can affect measurements.

The *Fermi*/LAT instrument is likely to yield important insights into the CIB. The growing LAT database is now reaching sufficient photon statistics at its highest energy bins enabling it to probe the CIB excess from early sources. This is because the onset of $\gamma$-ray absorption occurs at lower energies for sources at higher $z$, bringing it into the sensitivity range of the LAT; and because the $\gamma\gamma$-optical depth is fixed by the proper photon number density, $\propto (1+z)^3$, which at high-$z$ becomes large even for low CIB levels. Because searching for CIB emissions from early epochs is optimally probed with $\gtrsim 10$ GeV photons, the recent release of *The First LAT Catalog of
High Energy Sources (1FHL) would make such a search an interesting extension of Helgason & Kashlinsky 2012 (246). The 1FHL contains 47 blazars with measured redshifts above $z = 1$ (39 FSRQs, 8 BL Lacs) out of which 35 are significantly detected above 30 GeV (202). Additionally, the LAT team is currently working on a complete reconstruction of the data called Pass 8 (247) which will provide 25% more acceptance above 1 GeV, greatly increasing the high energy statistics needed for such a study.
Chapter A: Appendix

A.1 LF Binning and Interpolations

Because of degeneracy in \((\alpha, M^*, \phi^*)\), different sets of Schechter parameters can represent LFs of very similar shapes. The method used in Section 2.3 disentangles the Schechter parameters to fit their evolution individually. In addition to this, we used an alternative approach in which the shape of each measured LF is kept intact. We took each LF in its rest-frame and redshift the associated emission to the observed wavelength, \(\lambda_{\text{obs}} = \lambda_{\text{rest}}(1 + z)\). We examine the all LFs that meet the criterion \(\lambda_0 - \Delta \lambda < \lambda_{\text{obs}} < \lambda_0 + \Delta \lambda\) where \(\lambda_0\) is the center of the NIR band and \(\Delta \lambda\) is roughly the FWHM of the filter. The inserts in Figure 10 show the redshift distribution of available LFs which can be observed through JHKL. In a given band, we place each LF in redshift bins and take the functional average of \(\Phi(M)\) in common bins so that we have a unique LF at each redshift. We thus have template LFs, \(\Phi_i(M|z_i)\), in each of the observed NIR bands and the rest of the analysis is identical to that in Section 2.3 following from Equation (2.3) (we interpolate the evolution and project the populations onto the sky). The major shortcoming of this method is the redshift information. Averaging over several LF in a common redshift bins is immune to the effects of Schechter parametrization but comes at the cost of crude
Figure A.1 Comparison between our default method (dashed) and the alternative method presented here (solid). The two curves agree to within 20% in the range shown. The data shown in the background is the same as in Figure 2.5. The insets show the redshift distribution of LFs available in for the calculation in each band (i.e. $\lambda_0 - \Delta \lambda < \lambda^{obs} < \lambda_0 + \Delta \lambda$).

evolution i.e. the sampling of $z$ is determined by the number of $z$-bins. As seen in Figure A.1 there is no guarantee that there exists a LF measurement falling into $\lambda_0 - \Delta \lambda < \lambda^{obs} < \lambda_0 + \Delta \lambda$ in each redshift bin. In this case we borrow LFs from neighboring wavelengths scaling them according to synthetic spectra. Figure 10 shows that despite these limitations, we obtain very comparable number counts to the ones in Section 2.4 agreeing to within 20% in the relevant magnitude range.

A.2 Consistency notes

A.2.0.1 K-correction

Calculating the absolute magnitudes of a galaxy sample requires a k-correction to account for the offset in the rest-frame and the observed SED due to the cosmological redshift (e.g. 130; 248)

$$M_X = m_X - DM(z) - K(\lambda_X, \lambda_{X'})$$  \hspace{1cm} (A.1)
where $X$ refers the band of interest. The k-correction can be written (in AB magnitudes)

$$K(z) = (m_{X'} - m_X) - 2.5 \log_{10}(1 + z)$$  \hspace{1cm} (A.2)

where $m_X$ is the observed brightness of a galaxy at redshift $z$ and $m'_X$ is its rest-frame brightness in $X$-band. The exact value of the k-correction requires knowledge of the spectral energy distribution (SED) of the source and is commonly evaluated by assuming a template SEDs based on the galaxy type/color. This treatment is fairly reliable for low-$z$ galaxies but the correction can become large for high-$z$ galaxies and dominate the uncertainty in the derived LF, especially in the blue bands. Recent multiband photometric surveys offer a robust way of reducing this SED dependency by utilizing magnitudes in multiple bands to constrain the best-fit SED. Not only does multiband coverage indicate SED shape but when probing the LF in the rest-frame band $Y$ centered at $\lambda_Y$, the galaxy flux can be sampled in the band $X$ which is closest to $\lambda_Y(1 + z)$. In other words, the observed filter $(X)$ that best matches the redshifted rest-frame band of interest is the one that minimizes $|\lambda_X - \lambda_Y(1 + z)|$.

The k-correction needed then becomes the matter of setting this quantity to exactly zero which is typically a small correction. We can rewrite Equation (A.1) in this framework

$$M_Y = m_X - DM(z) - K(\lambda_X, \lambda_Y(1 + z))$$  \hspace{1cm} (A.3)

where the SED dependence of the k-correction is now small even at high redshifts.

Backtracking the original procedure to apparent magnitudes now requires simply

$$K(z) = -2.5 \log_{10}(1 + z)$$ which we use in Equation (2.6)
A.2.0.2 Photometric Systems

Unfortunately, there is no photometric system which is universally accepted and the different ways used to evaluate the apparent magnitude of galaxies in the survey can introduce biases affecting the derived luminosity functions (see ref. (249) for a review of photometric systems). As the flux from a galaxy diminishes from the center it will eventually drop below the background noise to be missed by the aperture. Photometric systems based on total magnitudes, such as Sérsic, are usually preferred since they directly quantify the physical flux while apertures such as Kron and Petrosian will always suffer from missed light to some extent. However, total magnitudes typically assume an extrapolated profile which is model-dependent and has larger measurement errors (118). The Petrosian system can be advantageous since it compensates for the effects of seeing by increasing the fraction of the light recovered from a galaxy when its angular size is small (250). Despite this, Petrosian magnitudes are found to underestimate Sérsic by 0.2 mag (251, 250). Likewise, 2MASS Kron and isophotal magnitudes may account for only 50-80% of the total flux in the most extreme cases (252). For example, ref. (119) show that their UKIDSS Petrosian magnitudes can be up to 0.5 mag fainter than 2MASS Kron magnitudes. The fraction of the lost flux increases towards fainter galaxies and may cause a systematic underestimation of the faint-end luminosities as well as the luminosity density. ref. (253) provide a good analysis of the effects of different photometric systems used in surveys. They find an overdensity of faint galaxies when compared with the best-fit Schechter function irrespective of the aperture system.
used and show that a Schechter function parametrization does not provide a good fit at the faint-end. They also show that the use of a photometric systems based on total magnitudes (e.g. Sérsic extrapolated) have a systematically steeper faint-end slope than photometric systems based on Kron or Petrosian magnitudes. They further show that the r-band Kron & Petrosian photometry underestimates the luminosity density by at least $\sim 15\%$ as they do not account for missing light. ref. \cite{87} show that the difference of the luminosity density resulting from Petrosian and Sérsic magnitudes should be within $<0.1$ mag in the SDSS bands and not worth correcting for given the limitations of both systems. Still many authors apply a correction to estimate the total magnitudes in order to derive quantities such as the luminosity density in physical units (e.g. \cite{121, 112, 117}). These can be as high as 0.3 mag in the K-band. It seems that uncertainties in the LF may be dominated by the aperture governing the fraction of flux recovered, especially at the faint end.

A.2.0.3 Luminosity Function Estimators

In this paper we use LFs derived from a variety of different LF estimators. The choice of LF estimator is unlikely to be a major source of discrepancy between the LFs derived by different authors although it can lead to different combinations of the Schechter parameters. The most commonly used methods are i) the $1/V_{\text{max}}$ method \cite{254}, ii) the Sandage-Tammann-Yahil maximum likelihood method (STY) \cite{253} and iii) the StepWise maximum Likelihood Method (SWLM) \cite{256}. The $1/V_{\text{max}}$ method is reliable in the sense that it simultaneously gives the shape and
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normalization of the LF requiring no assumption on the parametric form for the LF. However, it suffers from systematic biases in the presence of density inhomogeneities in the observed field. The STY method is typically preferred when estimating the LF over multiple fields since it has been shown to be unbiased to large scale structure and does not require binning of the data \footnote{256}. It does however require an assumption of a functional form of the luminosity function. The SWML method is widely used since it makes no assumption of the LF shape while still being insensitive to large scale structure. ref. \footnote{257} compare the properties of each LF estimator and show how different LF estimators tend to be biased towards the faint-end either overestimating or underestimating the slope, depending on the estimator and the underlying catalog. In order to minimize such effects one routinely compares the outputs of more than one method (e.g. \footnote{100; 107; 124}).
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