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Chapter 1 Introduction

1.1. Introduction

The current generations of mobile telecommunication networks are collectively known as 3G (“third generation”). LTE (Long Term Evolution) is the next major step towards the 4th generation (4G) of mobile radio communications designed to increase the capacity and speed of mobile networks. LTE is a set of enhancements, to the Universal Mobile Telecommunications System (UMTS), which will be introduced in 3rd Generation Partnership Project (3GPP) Release 8 [1]. LTE uses orthogonal frequency division multiplexing (OFDM) as its radio access technology, together with advanced antenna technologies. Cholesky decomposition is a key component in a 3GPP Long-Term Evolution (LTE) minimum mean square error (MMSE) multiple-input multiple-output (MIMO) receiver system. It is used to obtain the numerical solution of linear equations. The computation time in Cholesky decomposition is of the order of $n^3/3$, where $n$ is the dimension of the matrix. Since, an MMSE MIMO receiver is implemented using digital signal processors (DSP’s), most of the DSP time and energy is spent on doing heavy matrix computations. A DSP is usually not very flexible in providing variable bit precisions to internal calculations. In order to save power, it is suggested that a co-processor be designed to perform the matrix operations at a lower bit precision than the standard 32-bits that the DSP provides. This will not only help in reducing the power cost of performing the computations but also free up the DSP for other tasks.
1.2. Cholesky Decomposition

Cholesky decomposition is used to solve a system of linear equations where the coefficient matrix is positive definite. If a matrix $A$ is Hermitian and positive definite, then $A$ can be decomposed as $A = LL^\dagger$. Where $L$ is a lower triangular matrix with strictly positive diagonal entries, and $L^\dagger$ denotes the conjugate transpose of $L$. This is defined as the Cholesky decomposition of matrix $A$. The Cholesky decomposition is unique in the sense that there is only one lower triangular matrix $L$ with strictly positive diagonal entries for a given Hermitian, positive-definite matrix $A$ [3], [4].

Cholesky decomposition is used to solve the set of linear equations $Ax = b$ as follows:

$$Ax = b$$ (1.2.1)

$$LL^\dagger x = b \quad \text{where} \quad A = LL^\dagger$$

$$L^\dagger x = L^{-1}b$$

$$x = L^{-1}L^{-1}b$$ (1.2.2)

$$x = (LL^\dagger)^{-1}b$$

$$x = A^{-1}b \quad \text{where} \quad A = LL^\dagger$$

The primary object is to solve equation (1.2.1). We use equation (1.2.2) to calculate the solution vector $x$. Lower triangular matrix $L$ is calculated using Cholesky decomposition. $L^{-1}$ is obtained through back-substitution. The conjugate transpose of $L^{-1}$ gives $L^{-1\dagger}$, which is the same as $L^{\dagger^{-1}}$. 


1.3. MIMO in Long Term Evolution (LTE)

Multiple-input multiple-output (MIMO) channels represent a very general description for a wide range of applications. Special cases for MIMO include Single-Input Single-Output (SISO), Multiple-Input Single-Output (MISO) and Single-Input Multiple-Output (SIMO) channels. MIMO channels are usually associated with multiple antenna systems [5]. MIMO employs multiple antennas on both the receiver and transmitter to utilize the multi-path effects that always exist to transmit additional data, thus providing increased transmission data rates without additional power. Multiple-Input Multiple-Output (MIMO) systems offer high reliability and data rate. High reliability with full diversity is achieved with the use of Orthogonal Space-Time Block Codes (OSTBC) [6], [7]. High data rates can be obtained using spatial multiplexing (SM) [8] in a MIMO system. Although MIMO adds complexity to the system in terms of processing and the number of antennas required, it enables much higher data rates along with improved spectral efficiency. As a result, MIMO has been included as an integral part of LTE. Figure 1.1 shows a general MIMO channel model.
MIMO uses quadrature amplitude modulation (QAM) for data transmission. QAM is a modulation scheme which conveys two digital data streams by changing the amplitudes of two carrier waves, using the amplitude-shift keying (ASK) digital modulation scheme. These two carrier waves are 90° out of phase with each other and are thus called quadrature. At the receiver, the modulated waves are summed, and the resulting waveform is a combination of both phase-shift keying (PSK) and amplitude-shift keying (ASK). MIMO uses square constellations namely, quadrature phase-shift keying (QPSK, also known as 4QAM), 16QAM, and 64QAM schemes for transmission. 4, 16 and 64 indicate the number of constellation points in the QAM schemes respectively. In QAM, the constellation points are arranged in a square grid with equal vertical and horizontal spacing. Figure 1.2 and Figure 1.3 show the constellation diagrams for QPSK and 16QAM with Gray coding, where each adjacent symbol differs by only one bit. By moving to a higher-order constellation, it is possible to transmit more bits per symbol. However, if the mean energy of the constellation is to remain the same, the
points must be closer together and are thus more susceptible to noise. This results in a higher bit error rate. Therefore, higher-order QAM can deliver more data less reliably than lower-order QAM, for constant mean constellation energy. In our simulations we calculate solution vector $SNR$, and loss in symbol error rate for QPSK, 16QAM and 64QAM constellations, in order to cover the most commonly used transmission schemes in a MIMO system.

Figure 1.2: QPSK Constellation diagram with Gray coding
1.4. Precision Analysis

We use pseudo-floating point to simulate various bit precisions in our simulations. In pseudo-floating point, a number is represented by two numerals of variable bit width, one mantissa part and one exponent part. The exponent is fixed at 8-bits. This is the minimum number of bits required to handle the range of numbers in our system. The mantissa part is varied from 10-bits to 31-bits. Our simulations do not truncate bits at the output stage, but take into account rounding errors, and overflow scenarios during each
computation step in order to provide reliable data. SNRs for the $L$ and $L^{-1}$ matrices are calculated at 28, 32, 36, and 39-bits of precision. The SNR for solution vector $x$, and loss in symbol error rate for QPSK, 16QAM, and 64QAM constellations are simulated at 18-bits, 20-bits, 24-bits, and 28-bits of precision. We found that there is a gradual degradation in the $SNR$ with the decrease in bit precision. Similar degradation is observed in symbol error rate at lower bit precisions. The MMSE MIMO system designers can apply the results of our study in order to find the best bit precision for their system, given their specifications for $SNR_{line}$, signal and noise variances, output $SNR$, and loss in symbol error rate.

1.5. Outline

The thesis is arranged as follows:

• In Chapter 2, we site work done by other research groups around the world towards energy efficient MIMO systems, precision exploration studies, and matrix manipulation optimization methods.

• In Chapter 3, we provide the full problem formulation, and the motivations behind undertaking this research project.

• In Chapter 4, we describe the simulation setup, and the MIMO channel model used. This includes the choices of variables explored, and fixed and variable entities for each set of simulations are specified clearly.

• In Chapter 5, all the results are enumerated, and discussed in detail.

• In Chapter 6, we summarize the conclusions and discuss future prospects in this field of study.
Chapter 2 Related Work

Wireless communication is one of the most important Digital Signal Processing (DSP) applications. The design of low power systems is one of the key challenges in the domain of wireless communication. With an increase in the type of services provided (image, video, internet access, etc), the demand for high data rates has increased in recent years. Consequently, the complexity of the baseband digital signal is growing. Since bandwidth is limited by power within a wireless system (node or base-station), new strategies to reduce the energy and power consumption at an acceptable level must be proposed [14]. Many optimizations have been proposed for MIMO transmitters, MIMO channel, and MIMO receivers. All these efforts focus on reducing energy and power consumption in a MIMO system.

Khan et al analyzed the vertical Bell Laboratories layered space time (VBLAST) receiver used in a MIMO wireless system from a hardware implementation perspective. The primary motivation behind this is that MIMO is very expensive with regard to area and power consumption if implemented in hardware [2]. VBLAST is a MIMO detection algorithm [8] that provides a good tradeoff between bit error rate (BER) performance and computational complexity compared to its counter parts. They identify the processing elements that consume more area and power due to complex signal processing. They propose two power efficient VLSI architectures for blocks that compute pseudo-inverse of the channel matrix using SVD [16]. One is a multiplier-based architecture which consumes less power and has low area cost. This architecture uses one divider and eight multipliers with some glue logic to perform the pseudo inverse computation using the
square root algorithm [16]. The other is the improved CORDIC-based architecture that has the advantages of slightly reduced area and is able to operate at a higher frequency (160MHz) [16]. The same authors have proposed an architecture for calculating the pseudo inverse using two independent and generic pipelined CORDICs [9]. Selective clock gating is used in the MAC module to reduce the power consumption even further [16]. From a power efficiency point of view, the multiplier based implementation should be preferred.

At the University of Texas at Austin, the Wireless Networking and Communications Group has proposed an adaptive technique exploiting transmission mode switching between MIMO and SIMO. The idea is that most of the time a base station is underutilized. Due to the DC power components associated with the multiplicity of transmission chains, MIMO has higher power consumption than SIMO. Therefore, if the mode of a mobile transmitter or a base station can be switched dynamically from MIMO to SIMO according to the situation, it will be possible to save up to 50% of the mobile terminals’ transmission energy [17]. Winston Ho et al propose an optimization to minimize the overall transmit power in a MIMO-OFDM downlink, if user target rates are known. This special resource allocation reduces the interference ingress to neighbouring cells and limits the power consumption at the base station [18]. The optimal solution using the proposed optimization algorithm can be found in $O(KM)$ time for a system with $K$ users and $M$ subcarriers. Linear beamforming is assumed at both the transmitter and the receiver ends. To deal with the frequency-flat fading in OFDM resource allocation they propose using dual proportional fairness. This proposed
method handles all fading scenarios, including flat or partially frequency-selective fading [18].

Efficient implementation of DSP applications in embedded wireless systems requires fixed-point arithmetic. Therefore, the vast majority of embedded DSP applications are implemented in fixed-point architectures. In [14], a dynamic precision scaling method is proposed on the basis that the fixed-point specification at the MIMO receiver depends on external elements (noise level, input signal dynamic range, quality of service) and can be adapted during runtime to reduce the average power consumption. A Dynamic Precision Scaling approach that adapts the fixed-point specification according to the input receiver SNR is proposed. This enables reduction in power consumption by reducing the precision at the receiver depending on the SNR of the incoming signal. Singh et al investigated the effects of quantization noise and round off errors involved in finite-precision signal processing on the performance of MIMO receivers under flat-fading channel conditions [11]. They simulated the bit error rate (BER) performance for a range of finite precisions for two common MIMO architectures – 2 x 2 MIMO and 4 x 2 MIMO. They investigate the sources of quantization noise and round off errors in a MIMO receiver. Minimum word-length precision requirements for various MIMO schemes are also provided in [11].

Ryan Kastner and his team at University of California, San Diego are concentrating on optimizing architectures for matrix decomposition algorithms for wireless communication systems [19] [20] [21]. They have developed a new core generation tool (GUSTO) that does automatic generation and optimization of matrix decomposition methods (QR, LU, and Cholesky). GUSTO offers different parameterization options such
as resource allocation, bit widths of the data, number of functional units and organization of controllers and interconnects [19] [20] [21]. Using GUSTO, a designer can easily study the area and throughput tradeoffs of different architectures. The application specific architectures generated by GUSTO decrease the area by 83%, 94% and 86% and increase the throughput by 16%, 68%, and 14% as compared to the general purpose architecture for QR, LU, and Cholesky decompositions respectively. Currently GUSTO works on small matrix sizes (maximum 8x8) using fixed point arithmetic and architecture only [19].

Anup Hosangadi, Farzan Fallah and Ryan Kastner have also developed algebraic methods for optimizing constant multiplications in linear systems [22] [23]. This is of great importance in wireless communications. A lot of energy and power is used in solving linear equations in all wireless systems. Specifically, MIMO receiver systems employ both QR and Cholesky decompositions to calculate inverse of the received channel matrix. Commonly, constant multiplications are implemented in hardware by nesting a sequence of addition and shift operations. These can be optimized further by finding common sub-expressions among these operations. In [22] they present algebraic techniques in multi-level logic synthesis for the minimization of the number of literals and hence gates used in Boolean implementation. Authors in [22] use rectangle covering and fast extract (FX) and adapt them to the problem of optimizing linear arithmetic expressions. The main advantage of using such methods is that systems consisting of multiple variables can be optimized. These systems cannot be optimized using conventional techniques. The optimizations are aimed at reducing hardware area and power consumption [22]. Ryan Kastner’s group, using experimental results, has been able
to show over 30% improvement in the number of operations over conventional techniques. Synthesis and simulation results support an equal level of area and power reduction [22].

In light of the work already done in optimizing MIMO wireless communication, we aim to explore the relationship between bit precision used in calculations and output SNR in Cholesky decomposition. Since Cholesky decomposition is a primary method in calculating the inverse of the channel matrix, optimizing the power consumed in this step will have a significant effect on the overall power of the MIMO receiver.
Chapter 3 Problem Formulation

3.1. Channel Model

A multiuser MIMO system can be categorized into a transmitter (user), and a receiver (base station). The number of transmit antennas ($N_T$) and the number of receive antennas ($N_R$) govern the sizes of all matrices and vectors in the system. The number of transmit and receive antennas in a MIMO system do not have to be the same.

3.1.1. LTE Uplink MIMO

Uplink multiple-input multiple-output (UL-MIMO) receiver at the base station (eNode B) separates signals coming from two mobile users transmitting over the same resource block (Figure 3.1). Each user transmits over a single antenna. The goal of this scheme is to enable better utilization of the channel and ultimately higher aggregate throughput.

![Figure 3.1: Uplink Multi-user MIMO](image)

In addition to separating the users (layers), another function of the UL-MIMO receiver is the computation of the effective noise at the input of the constellation de-
mapper. These effective noise values are used by the soft slicer in the process of computation of the bit Log-Likelihood Ratios (bit LLR's).

3.1.2. LTE MMSE MIMO Receiver

We are interested in the MMSE MIMO receiver. It can be shown that a simplified model in the frequency domain can be used. With that assumption the system model between the output of the modulation mapper and the input to the soft slicer looks as it is shown in Figure 3.2.

Time domain modulated data corresponding to a particular resource block during an SC-FDMA (Single Carrier – Frequency Division Multiple Access) symbol used by UE1
and UE2 are represented by $d_{1,0}, d_{1,1}, ..., d_{1,L-1}$ and $d_{2,0}, d_{2,1}, ..., d_{2,L-1}$, respectively. Transformed data at the output of the L-point DFT (Digital Fourier Transform) block is mapped to the same set of sub-carriers in both UE's. By using this frequency domain model each sub-carrier can be processed independently.

The described frequency domain model leads to the final model that will be used for the description of the MMSE MIMO estimator. Subscripts associated with the sub-carrier index are omitted.

Based on Figure 3.3 the basic equation is:

$$ R = HD + Z $$

where:
\[ D = \begin{bmatrix} D_1 \\ D_2 \end{bmatrix} \]
\[ H = \begin{bmatrix} H_{11} & H_{12} \\ H_{21} & H_{22} \\ \vdots & \vdots \\ H_{N_R,1} & H_{N_R,2} \end{bmatrix} \]
\[ R = \begin{bmatrix} R_1 \\ R_2 \\ \vdots \\ R_{N_R} \end{bmatrix} \]
\[ Z = \begin{bmatrix} Z_1 \\ Z_2 \\ \vdots \\ Z_{N_R} \end{bmatrix} \]

\( N_R \) is the number of receive antennas (2 or 4). However, the number of transmit antennas (layers, participating UE's), \( N_T \), is fixed to 2.

The MMSE solution filter, \( G \) (an \( N_T \times N_R \) matrix) is the one that minimizes:

\[ J(D) = E\{\|D - GR\|^2\} \]

The expectation operation is done with respect to the transmitted vector \( D \) and the noise vector \( Z \). With the assumption that signal and noise are uncorrelated, the solution filter coefficients can be found from:

\[ E\{DD^\dagger H^\dagger - GHDD^\dagger H^\dagger - GZZ^\dagger\} = 0_{N_T \times N_R} \]

Superscript \( \dagger \) denotes conjugate transpose matrix. Now we introduce another reasonable assumption: The data frequency domain symbols, \( D_1 \) and \( D_2 \), transmitted by UE1 and UE2, respectively, are uncorrelated, zero-mean and their variances are the same, \( \sigma_S^2 \). The last part of the assumption is based on another reasonable assumption that the time domain constellation points are scaled such that their variance is fixed and independent of the modulation type. It is also assumed that differences in the transmit chains of the two participating UE's are absorbed by the channel model. With all these assumptions we have:

\[ R_{DD} = E\{DD^\dagger\} = \sigma_S^2 I_{N_T} \]
As mentioned before the equation used for deriving the MMSE filter coefficients was:

\[ E\{DD^\dagger H^\dagger - GHDD^\dagger H^\dagger - GZZ^\dagger\} = 0_{NT \times NR} \]

This equation now becomes:

\[ \sigma_S^2 I_{NT} H^\dagger - GH\sigma_S^2 I_{NT} H^\dagger - GR_{ZZ} = 0_{NT \times NR} \]

\[ \Rightarrow \sigma_S^2 GH^\dagger + GR_{ZZ} = \sigma_S^2 H^\dagger \]

Finally, the filter coefficient matrix is computed as:

\[ G = H^\dagger \left( HH^\dagger + \frac{1}{\sigma_S^2} R_{ZZ} \right)^{-1} \]

Considering that the number of the received antennas is greater than or equal to the number of transmit antennas \((N_R \geq N_T)\) the above expression can be further simplified (applying the Matrix Inversion Lemma) to:

\[ G = \left( H^\dagger R_{ZZ}^{-1} H + \frac{1}{\sigma_S^2} I_{NT} \right)^{-1} H^\dagger R_{ZZ}^{-1} \]

The symbols demodulated in the frequency domain \((\hat{D}_{MMSE}, N_T \times 1)\) are the MMSE estimate of the frequency domain samples given as [11], [12]:

\[ \hat{D}_{MMSE} = GR = \left( H^\dagger R_{ZZ}^{-1} H + \frac{1}{\sigma_S^2} I_{NT} \right)^{-1} H^\dagger R_{ZZ}^{-1} R \tag{3.1.1} \]

where \(H, N_R \times N_T\) is the channel matrix, \(R_{ZZ}, N_R \times N_R\) is the noise covariance matrix, \(R\), \(N_R \times 1\) is the vector of received complex samples and \(\sigma_S^2\) is the signal variance. \(N_T\) is the
number of transmit antennas and $N_R$ is the number of receiver antennas. Transmitted symbols ($D$ ’s) belong to a QAM modulation constellation: QPSK, 16-QAM, 64-QAM.

We are going to focus on a special case where we assume same noise variance across all receive antennas $\rightarrow R_{ZZ} = \sigma^2_N I_{N_R}$. This assumption reduces equation 3.1.1 to:

$$\tilde{\mathbf{D}}_{\text{MMSE}} = \mathbf{G} \mathbf{R} = \left( \mathbf{H}^\dagger \mathbf{H} + \frac{\sigma^2_N}{\sigma^2_S} \mathbf{I}_{N_T} \right)^{-1} \mathbf{H}^\dagger \mathbf{R}$$

Where $\mathbf{G} = \left( \mathbf{H}^\dagger \mathbf{H} + \frac{\sigma^2_N}{\sigma^2_S} \mathbf{I}_{N_T} \right)^{-1}$ is the MMSE MIMO solution filter.

The minimum mean square error (covariance matrix of the effective noise in the frequency domain) of the estimator is given by:

$$\mathbf{R}_{VV} = \text{cov}(\mathbf{V})$$

$$\mathbf{R}_{VV} = \left( \mathbf{H}^\dagger R_{ZZ}^{-1} \mathbf{H} + \frac{1}{\sigma^2_S} \mathbf{I}_{N_T} \right)^{-1}$$

$$\mathbf{R}_{VV} = \sigma^2_N \left( \mathbf{H}^\dagger \mathbf{H} + \frac{\sigma^2_N}{\sigma^2_S} \mathbf{I}_{N_T} \right)^{-1}$$

The goal is to find out how the effective noise variance changes as a function of the condition number and selected precision. Ultimately, we will show the degradation of the symbol error rate (we call D’s symbols) as a function of the condition number and selected precision. One way how to assess the impact of the condition number and selected precision on the symbol error rate is to define two parameters: $SNR_{line}$ and
signal variance $\sigma_S^2$ (noise variance is determined as: $\sigma_N^2 = \frac{\sigma_S^2}{SNR_{\text{line}}}$). Define $H_e = \sigma_S H$ and write the solution in the form:

$$\hat{D}_{\text{MMSE}} = \left(H^\dagger H + \frac{\sigma_N^2}{\sigma_S^2} I_{N_T}\right)^{-1} H^\dagger R = \left(H_e^\dagger H_e + \sigma_N^2 I_{N_T}\right)^{-1} \sigma_S H_e^\dagger R$$

$$\hat{D}_{\text{MMSE}} = A^{-1} b$$ with $A = H_e^\dagger H_e + \sigma_N^2 I_{N_T}$ and $b = \sigma_S H_e^\dagger R$

$\sigma_S^2$ and $\sigma_N^2$ affect the condition number range of the matrix $A = H_e^\dagger H_e + \sigma_N^2 I_{N_T}$.

Recommendation is to use the following parameter combinations, as the lower and upper bounds for $SNR_{\text{line}}$ are taken from industry standards in practice today. All simulations performed during this research project explore all possible combinations of $\sigma_S^2$ and $SNR_{\text{line}}$ given in Table 3.1 for each QAM constellation.

<table>
<thead>
<tr>
<th>$\sigma_S^2$</th>
<th>QPSK, $SNR_{\text{line}}$ (dB)</th>
<th>16QAM, $SNR_{\text{line}}$ (dB)</th>
<th>64QAM, $SNR_{\text{line}}$ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{12} = 4194304$</td>
<td>12</td>
<td>18</td>
<td>24</td>
</tr>
<tr>
<td>$2^{24} = 16777216$</td>
<td>12</td>
<td>18</td>
<td>24</td>
</tr>
</tbody>
</table>

### 3.2. Fixed Point Implementation Drawbacks

In this research project we investigate the new Texas Instruments (TI) C64x line of DSPs. A TI C64x DSP performs all computations in 32-bit fixed point. This provides a very high SNR for the output. In most applications such high SNR is not required. Since, the DSP is incapable of running at lower bit precisions, we suggest that a co-processor be designed that works in parallel with the DSP and performs the matrix computations at a lower bit precision. This co-processor will provide a lower but acceptable SNR at the
output. Since, the co-processor is running at a lower bit precision, it will have less complex circuitry. As a result, it will consume less power, and require fewer computational cycles as compared to the DSP. Another benefit of introducing a lower precision co-processor comes from the fact that not all the input data at the MMSE MIMO receiver is at 32-bits of precision. Most of the data is at much lower bit precision. Therefore, spending power to do 32-bit computation on a data that is inherently low rate is counter-productive. It will be beneficial to reduce power by reducing the internal bit precision of the system performing calculations on this input data (in this case, the co-processor). With these motivations, we focus our research on exploring lower bit precisions and the corresponding output SNRs.
Chapter 4 Simulation Setup

4.1. Simulation outline

First $H_e$ matrix is generated using a custom Gaussian random number generator. All entries of $H_e$ are complex, with real and imaginary parts of each entry at 16-bit fixed point precision. Then we take conjugate transpose of $H_e$ to get $H_e^\dagger$. The matrix product $H_e^\dagger H_e$ is calculated and then added to $\sigma_N^2 I_{NT}$, where $\sigma_N^2 = \sigma_S^2 / \text{SNR}_{\text{line}}$. $\sigma_S^2$ is the signal variance, and $\sigma_N^2$ is the noise variance in the system. This gives us the input matrix $A = H_e^\dagger H_e + \sigma_N^2 I_{NT}$ where each complex number entry in matrix $A$ has 32-bits for real and imaginary parts. The resulting matrix is then converted to floating point, double floating point or custom pseudo floating point precision by calling respective conversion routines.

Using the Cholesky decomposition scheme given below we calculate $A = LL^\dagger$. Using simple back-substitution $L^{-1}$ is computed. In order to calculate SNR for both $L$ and $L^{-1}$ matrices we use Matlab as a reference. We use Matlab’s built-in functions to calculate $L_{\text{Matlab}}$ and $L_{\text{Matlab}}^{-1}$ and treat these as ideal cases. SNR (in dB) for both $L$ and $L^{-1}$ matrices is then calculated as follows:

$$E_L = L_{\text{Matlab}} - L$$

$$\|E_L\|^2 = \sum_{i,j} \| e_{ij} \|^2$$

$$\|L_{\text{Matlab}}\|^2 = \sum_{i,j} \| L_{\text{Matlab}}_{ij} \|^2$$
\[ SNR_L = 10 \log_{10} \left( \frac{\|L_{Matlab}\|^2}{\|E_L\|^2} \right) \]

Similarly for \( L^{-1} \) matrix we do:

\[ E_{L^{-1}} = L_{Matlab}^{-1} - L^{-1} \]

\[ \|E_{L^{-1}}\|^2 = \sum_{i,j} \|e_{ij}\|^2 \]

\[ \|L_{Matlab}^{-1}\|^2 = \sum_{i,j} \|L_{Matlab}^{-1}_{ij}\|^2 \]

\[ SNR_{L^{-1}} = 10 \log_{10} \left( \frac{\|L_{Matlab}^{-1}\|^2}{\|E_{L^{-1}}\|^2} \right) \]

\[ \times /g1845/g1840/g1844 \]

**Table 4.1: Cholesky decomposition scheme used to calculate \( A = LL^\dagger \)**

```c
Int32 Cholesky(
    INOUT cplx_t ** matrixIn,
    INOUT float * diag,
    IN int32 n)
{
    int32   row, col, k ;
    cplx_t cholFactor ;/* cplx_t is a structure to represent a floating point complex number */
    Int32   cholFailed = 0 ;
    /* We are computing the lower triangular Cholesky Factor "L" col-by-col */
    for (row = 0; row < n; row++)
    {
        for (col = row; col < n; col++)
        {
            /* Assign the Cholesky Factor equal to the input matrix element. */
            cholFactor = matrixIn[row][col] ;
            /* Subtract the respective terms from the input matrix element. */
            /* This way only the product of Cholesky Factor with one other */
            /* term is left in the end. This computation is needed regardless */
            /* of the values of row and col variables. */
            /* */
            for (k = 0; k < row; k++)
            {
                cholFactor = cplxSub(cholFactor, cplxMul(matrixIn[row][k], cplxConj(matrixIn[col][k]))) ;
            }
            /* Now we decide what to do with the Cholesky Factor based on */
            /* values of row and col variables. */
            /* */
            if (row == col)
            {
                /* Input matrix, with rounding errors, is not positive definite. */
                if (cholFactor.real <= 0.0)
                {
                    printf("Cholesky Decomposition failed.\n") ;
                    cholFailed = 1 ;
                }
            }
            else
            {
                /* We do a single square root operation here because we know that the diagonal elements are all real */
                diag[row] = (float)(sqrt(cholFactor.real)) ;
            }
        }
    }
    /* end of col loop */
    /* end of row loop */
}
```
/* Zero out the upper triangular part of the input matrix */
for (row = 0; row < n; ++row)
  for (col = row + 1; col < n; ++col)
  {
    matrixIn[row][col].real = 0.0;
    matrixIn[row][col].imag = 0.0;
  }
return cholFailed;

For each realization of $H_e$ we create $M$ number of realizations of $R_m$ such that $R_m = H D_m$ for $m = 1, 2, \ldots, M$, where $D_m$ is a $(N_T \times 1)$ vector of random QAM constellation points of signal variance $\sigma^2_x$. Further, for each realization of $R_m$ we compute:

$$D_m = \left\| \hat{D}_{M\text{MSE,ideal},m} \right\|^2$$

and

$$E_m = \left\| \hat{D}_{M\text{MSE,ideal},m} - \hat{D}_{M\text{MSE},m} \right\|^2$$

$\hat{D}_{M\text{MSE,ideal},m}$ is obtained using Matlab, whereas $\hat{D}_{M\text{MSE},m}$ is obtained using our matrix inversion using Cholesky decomposition as described in section 1.2.

For each $H_e$ we record condition number $k$ of the matrix $A$ as well as:

$$D = \frac{\sum_{m=1}^{M} D_m}{MN_T}$$

(4.1.1)

and

$$E = \frac{\sum_{m=1}^{M} E_m}{MN_T}$$

(4.1.2)

and

$$\text{SNR}_{M\text{MSE}} = D/E$$

(4.1.3)

Using Matlab we find linear fits to the above set of points and get $\bar{D}(k)$ and $\bar{E}(k)$ after the simulations (Section 4.4).
Figure 4.1, Figure 4.2, and Figure 4.3 show the standard plots for symbol error probability (rate) and bit error probability (rate) as a function of signal to noise ratio (SNR) for QPSK, 16QAM, and 64QAM constellations, respectively. To evaluate the loss in symbol error probability for a particular modulation at a particular precision, we find the SNR point corresponding to a given $P_{sym}$ (say $P_{sym} = 10^{-1}$). Then we compute corresponding noise variance $\bar{N}(k) = \bar{D}(k)/SNR$. New $SNR'$ corresponding to new conditions "spoiled" by the finite processing precision is computed as:

$$SNR' = \frac{\bar{D}(k)}{(\bar{N}(k) + \bar{E}(k))} \quad (4.1.4)$$

Using $SNR'$ and $P_{sym} = f(SNR)$ plot, or by using the equation $P'_{sym} = f(SNR')$ we calculate the new symbol error probability. Finally, the plot $P_{sym}/P'_{sym}$ as a function of the condition number $k$ provides the loss in symbol error probability.

![Figure 4.1: SER and BER vs. SNR for QPSK](image-url)
Figure 4.2: Symbol SER and BER vs. SNR for 16-QAM

Figure 4.3: Symbol SER and BER vs. SNR for 64-QAM
This process can be repeated for $P_{sym} = 10^{-2}$, $P_{sym} = 10^{-3}$, $P_{sym} = 10^{-4}$, and $P_{sym} = 10^{-5}$ depending on the system specifications. In this thesis we show plots for $P_{sym} = 10^{-1}$. Alternatively $SNR$ loss ($SNR - SNR'$) at different $P_{sym}$ values can also be plotted, as a measure of the signal degradation that occurs with lower precisions. We do not show $SNR$ loss plots in this thesis.

4.2. Pseudo Floating Point

In pseudo floating point a number is represented by two integers (positive or negative), namely $Mantissa$ and $Exponent$. The number is then written as $Mantissa \times 2^{Exponent}$. The precision of the number is controlled by allocating variable bits to both $Mantissa$ and $Exponent$. Precision mode is either written as $Mantissa, Exponent$, or as a single number which is the sum of $Mantissa$ and $Exponent$. During all our simulations the $Exponent$ is fixed at 8 bits. This is the minimum number of bits required to handle the range of numbers in our system. The primary motivation for using pseudo floating point is to maintain consistent internal precision throughout all calculations. At no point in the simulations we use more bits than allocated by the pseudo floating point representation. There is no truncation of bits, and all rounding errors are applied after each calculation. This is to ensure, that we simulate a system that has registers of a fixed bit-width, and is incapable of holding a number with higher bit precision. In this way unnecessary rounding-off errors are avoided as well. The advantage of using pseudo floating point is that we do not waste computation power by performing calculations at maximum precision, and then providing the answer at a lower precision by simply truncating the last few bits. By using the pseudo floating point
arithmetic we guarantee that all values remain within the operating range and overflow does not occur.

4.2.1. Precisions explored

Simulations to obtain SNR plots for $L$ and $L^{-1}$ matrices are performed at 39-bits, 36-bits, 32-bits and 28-bits of precision. Simulations to obtain SNR plots for the solution vector $\hat{D}_{MMSE}$, $SNR'$, and the ratio $P_{sym}/P_{sym}'$, are carried out at 28-bits, 24-bits, 20-bits, and 18-bits of precision.

4.3. SNR as a function of Condition Number

Condition number of the matrix $A$ in linear equation (1.2.1) is a measure of the sensitivity of the system to perturbations in the transformation vector $b$. In other words, it is a measure of error introduced in the solution vector $x$, for any errors present in $b$ [4]. If the co-efficient matrix $A$ has a low condition number, then it is said to be well-conditioned. Similarly, if the condition number is high, then the matrix is said to be ill-conditioned. The condition number is a property of the matrix, and not a measure of the processing system’s accuracy, nor is it a measure of algorithm efficiency. Numerically we define condition number $k$ as [3],[4]:

$$k(A) = ||A|| ||A^{-1}||$$

Condition number is also a measure of how close the matrix is to singularity. Roughly it is the difference between the highest and lowest Eigen values of the matrix. A high condition number means the matrix is close to a singular matrix, and vice versa.
Since, the condition number does not depend on numerical precision, it is a true independent variable. Therefore, we plot simulation results for $SNR, SNR'$, and $P_{sym}/P_{sym}'$ as a function of condition number of the coefficient matrix $A$ in Chapter 5. This gives us a means to evaluate each simulation independently, and compare results across multiple bit precisions.

### 4.3.1. Effect of $SNR_{\text{line}}$ on Condition Number

As described in Section 4.1, we define $\sigma_N^2 = \sigma_s^2 / SNR_{\text{line}}$, where $\sigma_N^2$ is the noise variance, $\sigma_s^2$ is the signal variance. Since, the input matrix $A$ is given as: $A = H_e^\dagger H_e + \sigma_N^2 I_{NR}$, we see that $SNR_{\text{line}}$ has a direct impact on the condition number of $A$. Thus, we can control the upper bound on the condition number of matrix $A$ by changing $SNR_{\text{line}}$. Lower $SNR_{\text{line}}$ upper bounds the condition number of $A$ to a lower value, whereas a higher $SNR_{\text{line}}$ allows higher condition numbers for matrix $A$. Table 3.1 lists the range of $SNR_{\text{line}}$ values most commonly used in the industry for each constellation. These values of $SNR_{\text{line}}$ enable us to explore variable ranges of condition numbers in different constellations.

### 4.4. System Variables explored

The following system variables are set before each simulation:

- Number of trials
- Number of transmission antennas ($N_T$)
- Number of receive antennas ($N_R$)
- Constellation for signal modulation Simulation outline(QPSK, 16QAM, or 64QAM)
• Number of realizations of $D_m$ for each trial, or the value of $M$ (Section Simulation outline 4.1)

• Signal variance ($\sigma_S^2$)

• $SNR_{line}$ (in dB)

• Noise variance is calculated as $\sigma_N^2 = \sigma_S^2 / SNR_{line}$

• Values of Integer and Exponent to set the internal bit precision of the simulation

The following variables are measured during the simulation (Section 4.1):

• Condition number $k$ for the matrix $A$

• $SNR$ (in dB) for $L$ and $L^{-1}$ matrices using floating point

• $SNR$ (in dB) for $L$ and $L^{-1}$ matrices using pseudo floating point

• $D_m$, and $E_m$ for each $\tilde{D}_{MMSE,m}$

• Values of $D$ and $E$ (Equations 3.1.1, and 3.1.2)

• $SNR_{MMSE}$ (in dB) (Equation 3.1.3)

The following variables are calculated after the simulations using Matlab

• $\bar{D}(k), \bar{E}(k)$ and $\bar{N}(k)$

• $SNR'$ (in dB) corresponding to each condition number

• $P_{sym}/P_{sym}'$ corresponding to each $SNR'$
Chapter 5 Results & Discussion

5.1. SNR for $L$, $L^{-1}$ Matrices

In this section we discuss the SNR results obtained after computing $L$, and $L^{-1}$ through Cholesky decomposition. These results are independent of modulating constellation, as they only relate to the input coefficient matrix $A$. We are interested in bit precisions that give an SNR greater than or equal to 50dB.

5.1.1. Simulation Specifications

For all simulation results shown in Section Chapter 0 the type of modulating constellation and the value of M are irrelevant. Following variables are constant across all simulation results:

- Number of trials is set to 5000
- Signal variance ($\sigma_v^2$) = $2^{24}$
- $SNR_{line} = 50dB$
- $Exponent = 8$ bits

Variables varied across simulation results shown in Section Chapter 0 are given below:

- $Integer$ is given the values: 31, 28, 24, and 20
- Number of transmission antennas ($N_T$) and the number of receive antennas ($N_R$) are set to give input coefficient matrices with dimensions $2 \times 2$, $4 \times 4$, $8 \times 8$, and $16 \times 16$
The figures in Section Chapter 0 also show SNR plots obtained using 32-bit floating point and the actual TI C64x chip operating at 32-bit fixed point precision for $L$ matrices.

5.1.2. 2x2 Input Matrix

Figure 5.1 shows the SNR in dB for $2 \times 2$ $L$ matrix as a function of condition number ($k$) for C64x 32-bit fixed point, 32-bit floating point, 39-bit pseudo floating point, 36-bit pseudo floating point, 32-bit pseudo floating point, and 28-bit pseudo floating point implementations. Whereas Figure 5.2 shows the SNR in dB for the corresponding $L^{-1}$ matrices. Following important observations are made from these two plots. The minimum condition number for the input coefficient matrix $A$ is very close to 1. This is because of the small dimensions of $A$.

The worst condition number for $A$ is observed to be around $3 \times 10^4$, but the bulk of the condition numbers are in the range $1$ to $10^2$. The 32-bit fixed point provides much higher SNR than the floating point implementation. The 32-bit fixed point SNR is very close to 39-bit pseudo floating point, and can be chosen without compromising accuracy.
Furthermore, 39-bit and 36-bit pseudo floating point implementations also give higher SNR than 32-bit floating point. However, SNRs for 32-bit and 28-bit pseudo floating point implementations are below 32-bit floating point. Moreover, the general slope of the SNRs for $L^{-1}$ matrices is greater than that of $L$ matrices. This is consistent with the fact that more computation is required to obtain the $L^{-1}$ matrix than the $L$ matrix. There is an inherent loss in the signal quality with each extra calculation hence reducing signal quality for $L^{-1}$. The minimum SNR for $L$ matrix is approximately 65dB, and approximately 30dB for $L^{-1}$ matrix. However, if we restrict condition number to less than $10^4$ we can get an SNR better than 60dB for $L^{-1}$ matrix, hence satisfying the requirement of SNR greater than 50dB.

5.1.3. 4x4 Input Matrix

![Figure 5.3: SNR(dB) for 4x4 L matrix](image)

![Figure 5.4: SNR(dB) for 4x4 L^{-1} matrix](image)

Figure 5.3 shows the SNR in dB for $4 \times 4$ $L$ matrix as a function of condition number ($k$) for C64x 32-bit fixed point, 32-bit floating point, 39-bit, 36-bit, 32-bit, and 28-bit pseudo floating point implementations. Whereas, Figure 5.4 shows the SNR in dB
for the corresponding $L^{-1}$ matrices. Following important observations are made from these two plots. Unlike the $2 \times 2$ case, the minimum condition number for the input coefficient matrix $A$ is close to 4. This is a good condition number, as the dimensions of $A$ are still relatively small. The worst condition number for $A$ is observed to be around $2 \times 10^5$, but the bulk of the condition numbers are in the range $4$ to $10^3$. It is noted that this range is bigger than the range of condition numbers for $2 \times 2$ matrices, because $4 \times 4$ matrices are slightly more complex than their $2 \times 2$ counterparts. The 32-bit fixed point provides higher $SNR$ than the floating point implementation for the most part. However, there are cases where floating point performs equally as good. Unlike the $2 \times 2$ matrices, the 32-bit fixed point $SNR$ is not close to 39-bit pseudo floating point, but closer to 36-bit pseudo floating point. However, 32-bit fixed point is still a good choice over 36-bit pseudo floating point. We see that SNR for 28-bit fixed point is below all other SNR plots. This is because fixed point representation loses SNR very rapidly, and runs into saturation problems very quickly. In this case, Cholesky decomposition fails at 27-bit fixed point precision. 27-bit fixed is unable to handle the range of numbers required for an MMSE MIMO receiver. Furthermore, 39-bit and 36-bit pseudo floating point implementations also give higher $SNR$ than 32-bit floating point. $SNRs$ for 32-bit and 28-bit pseudo floating point implementations are below 32-bit floating point. As before, the general slope of the SNRs for $L^{-1}$ matrices is greater than that of $L$ matrices. The minimum $SNR$ for $L$ matrix is approximately 70dB, and approximately 30dB for $L^{-1}$ matrix if we restrict condition number to less than $10^4$. In this case if we want $SNR$ for $L^{-1}$ to be greater than 50dB, then either we have to restrict condition numbers to less than $10^3$, or pick 32-bit pseudo floating point implementation.
5.1.4. 8x8 Input Matrix

We make the following observations from SNR clouds in Figure 5.5 and Figure 5.6. The minimum condition number for the input coefficient matrix $A$ is now around 50, which is much greater than corresponding numbers for the previous cases. The deterioration in the best possible condition number is now becoming non-trivial. The worst condition number for $A$ is observed to be around $10^6$, but most of the condition numbers are in the range 50 to $10^4$.

![8x8 L Matrix SNR (dB) vs. Condition number](image1)

![8x8 L⁻¹ Matrix SNR (dB) vs. Condition number](image2)

Figure 5.5: SNR(dB) for 8x8 L matrix  
Figure 5.6: SNR(dB) for 8x8 $L^{-1}$ matrix

Here we notice that the condition numbers are closely distributed within this range. The diversity in SNR for a given condition number is reduced due to increased complexity of $8 \times 8$ matrices. The 32-bit fixed point implementation converges towards 32-bit floating point, and 36-bit pseudo floating point implementations. Furthermore, SNR clouds for each pseudo floating point implementation show reduced scatter, and overlap minimally. SNRs for 32-bit and 28-bit pseudo floating point implementations are distinctly below 32-bit floating point. As before, the general slope of the SNRs for $L^{-1}$ matrices is greater
than that of \( L \) matrices. This is consistent with the trend observed so far. The minimum SNR for \( L \) matrix is approximately 60dB, and approximately 20dB for \( L^{-1} \) matrix. If a system specification relies on SNR for \( L^{-1} \) matrix to be greater than 50dB, the choices are very limited. Either we restrict condition numbers to less than \( 2 \times 10^3 \) and choose 28-bit pseudo floating point implementation, or pick 32-bit pseudo floating point implementation.

5.1.5. 16x16 Input Matrix

16 × 16 is the maximum possible dimensions for our input matrix \( A \). Most MIMO systems do not use 16 × 16 matrices. We expect the SNR for these dimensions to be much worse than previous cases. Figure 5.7 and Figure 5.8 show the SNR clouds for 16 × 16 \( L \) and \( L^{-1} \) matrices. The minimum condition number for the input coefficient matrix \( A \) is greater than 100. The degradation in the best possible condition number is now evident. The worst condition number for \( A \) is observed to be around \( 10^7 \), and the condition numbers are almost uniformly distributed within the range 100 to \( 2 \times 10^4 \).

![Figure 5.7: SNR(dB) for 16x16 L matrix](image1)

![Figure 5.8: SNR(dB) for 16x16 L^{-1} matrix](image2)
The spread in SNR for a given condition number is narrowed down along the slope of the SNR cloud. This is attributed to the high dimensions and complexity of $16 \times 16$ matrices. The 32-bit fixed point implementation completely envelopes 32-bit floating point, and 36-bit pseudo floating point implementations. Furthermore, SNR clouds for each pseudo floating point implementation are non-overlapping, distinct and collimated. As expected the minimum SNR for $L$ matrix is much lower than previous cases and falls at approximately 40dB. The SNR for $L^{-1}$ matrix is almost reduced to zero for the 28-bit pseudo floating point implementation. Here, we must choose 32-bit pseudo floating point implementation, and restrict condition numbers to less than $2\times10^4$, if our system specification relies on SNR for $L^{-1}$ matrix to be greater than 50dB.

5.2. SNR for Solution Vector

In this section we discuss the $SNR_{MMSE}$ results obtained for the solution vector. These results depend on modulating constellations. Also, we investigate the degradation in $SNR'$. Values of $SNR_{line}$ for each constellation are selected according to Table 3.1. We expect these $SNR_{line}$ values to be the usual lower and upper bounds for industry standards. We predict that these variables only depend on the condition number of the matrix $A$. Since, $SNR_{line}$ only controls the range of condition numbers, therefore, the results should not be affected by different values of $SNR_{line}$.

5.2.1. Simulation Specifications

For all simulation results shown in Section Chapter 0 the type of modulating constellation is very important, and it governs the loss in $SNR'$ to some extent. Following variables are constant across all simulation results:
• Number of trials is set to 300

• \( M = 10 \)

• Number of transmission antennas \((N_T) = 4\)

• Number of receive antennas \((N_R) = 4\)

• \( Exponent = 8 \) bits

Variables varied across simulation results shown in Section Chapter 0 are given below:

• \( SNR_{line} \) is varied according to Table 3.1 for each constellation

• Signal variance \((\sigma_s^2)\) is assigned the values \(2^{22}\), and \(2^{24}\) for each \( SNR_{line} \)

• \( Integer \) is given the values: 20, 16, 12, and 10

Since, both the number of transmission antennas \((N_T)\), and the number of receive antennas \((N_R)\) are fixed at 4, therefore, the input coefficient matrix \( A \) is a \( 4 \times 4 \) matrix for all simulation results shown below. All \( SNR' \) values are calculated at \( P_{sym} = 10^{-1} \).

5.2.2. QPSK SNR Analysis

Figure 5.9, and Figure 5.10, show \( SNR_{MMSE} \) (equation 3.1.1) for signal variances \((\sigma_s^2)\) \(2^{22}\) and \(2^{24}\) respectively when \( SNR_{line} \) is fixed at \(12dB\). Similarly, Figure 5.11, and Figure 5.12 show \( SNR_{MMSE} \) for signal variances \((\sigma_s^2)\) \(2^{22}\) and \(2^{24}\) respectively when \( SNR_{line} \) is fixed at \(50dB\). These plots show that there is negligible difference between values of \( SNR_{MMSE} \) as signal variance \((\sigma_s^2)\) is varied from \(2^{22}\) to \(2^{24}\). However, we observe that plots shown in Figure 5.9, and Figure 5.10, are subsets of plots given in
Figure 5.11, and Figure 5.12 respectively. This shows that $SNR_{MMSE}$ is independent of $SNR_{line}$.

These results confirm the initial predictions that the behavior of the linear equation (1.2.1) depends on condition number only, and is independent of the range of condition numbers defined by $SNR_{line}$. As expected, $SNR_{MMSE}$ degrades with a decrease in precision bits.
Figure 5.13: QPSK $SNR'$(dB) for $SNR_{\text{lin}} = 12dB$ and Signal Variance = $2^{22}$

Figure 5.14: QPSK $SNR'$(dB) for $SNR_{\text{lin}} = 12dB$ and Signal Variance = $2^{24}$ (zoom)

Figure 5.15: QPSK $SNR'$(dB) for $SNR_{\text{lin}} = 12dB$ and Signal Variance = $2^{24}$

Figure 5.16: QPSK $SNR'$(dB) for $SNR_{\text{lin}} = 12dB$ and Signal Variance = $2^{24}$ (zoom)

Figure 5.13 and Figure 5.15 show plots for $SNR'$ (equation 3.1.4) for signal variances ($\sigma_S^2$) $2^{22}$ and $2^{24}$ respectively when $SNR_{\text{lin}}$ is fixed at $12dB$. We notice that the base value for $SNR'$ is $4.26dB$. This is consistent with the standard SER plots shown in Figure 4.1. Figure 4.1 shows that $SNR$ corresponding to $P_{\text{sym}} = 10^{-1}$ should be around $4dB$. Our calculations reveal that the base value for $SNR'$ is indeed close to $4dB$, as expected. In Figure 5.13 and Figure 5.15, the variations in $SNR'$, for various bit
precisions, along the y-axis cannot be distinguished. Therefore, Figure 5.14 and Figure 5.16 are presented with data zoomed along the y-axis. At this zoom level, significant variations across bit precisions are visible. Even at this scale, any variation in values of $SNR'$ for 28-bit and 24-bit precisions is still undistinguishable. However, 20-bit precision shows a very small deviation (~0.005) from base value (4.26), and 18-bit precision shows slightly higher deviation (~0.015) in $SNR'$ with increasing condition numbers. It is further observed that there is a greater loss in $SNR'$ for $\sigma_2^2 = 2^{22}$ than $\sigma_3^2 = 2^{24}$ for 18-bit precision. It is interesting, as this is the first time that we have been able to distinguish a different behavior for the two signal variances used. From section 3.1 we know that $A = H_e^\dagger H_e + \sigma_N^2 I_{NT}$, and noise variance is defined as $\sigma_N^2 = \sigma_S^2 / SNR_{line}$. This shows that $\sigma_S^2$ controls the noise added to the diagonal of $A$. A bigger signal variance will add a bigger number to the diagonal $A$, hence improving the condition of $A$, and in turn improving the overall signal power. From these observations we infer that a higher signal variance gives better SNR than a lower signal variance.

Figure 5.17 and Figure 5.18 show plots for $SNR'$ (equation 3.1.4) for signal variances ($\sigma_S^2$) $2^{22}$ and $2^{24}$ respectively when $SNR_{line}$ is fixed at $50dB$. Significant variations in $SNR'$, for various bit precisions are easily distinguished. Any variation in values of $SNR'$ for 28-bit and 24-bit precisions is still undistinguishable. However, 20-bit and 18-bit precisions show noticeable degradation in $SNR'$ with increasing condition numbers. $SNR'$ for 20-bit pseudo floating point starts to degrade close to condition number $10^3$, but $SNR'$ for 18-bit pseudo floating point starts to degrade around condition number $10^2$. 
Therefore a system that operates at $SNR_{\text{line}} = 50dB$ will be significantly affected by a lower precision system design. In other words 20-bit precision can be considered a cut-off point for systems with $SNR_{\text{line}} = 50dB$. From all the figures shown in section 5.2.2, it is observed that $SNR'$ behaves independently of $SNR_{\text{line}}$. This is evident from the fact that Figure 5.13 and Figure 5.15 appear to be subsets of figures Figure 5.17 and Figure 5.18. This supports the initial expectations, as $SNR_{\text{line}}$ only controls the range of condition numbers, and has no effect on the value of $SNR'$.

5.2.3. 16QAM SNR Analysis

Next we discuss $SNR_{\text{MMSE}}$ (equation 3.1.1) for signal variances $(\sigma_s^2)$ $2^{22}$ and $2^{24}$ when $SNR_{\text{line}}$ is fixed at $18dB$ for 16QAM constellation. The corresponding plots are shown in Figure 5.19, and, Figure 5.20 respectively. Similarly, Figure 5.21, and Figure 5.22 show $SNR_{\text{MMSE}}$ for signal variances $(\sigma_s^2)$ $2^{22}$ and $2^{24}$ respectively when $SNR_{\text{line}}$ is fixed at $50dB$. As in the QPSK case these plots show negligible difference between $SNR_{\text{MMSE}}$ values as signal variance $(\sigma_s^2)$ is varied from $2^{22}$ to $2^{24}$.
Similar to QPSK results, we observe that plots shown in Figure 5.19, and Figure 5.20, are simply smaller subsections of plots given in Figure 5.21, and Figure 5.22 respectively. Again these results show that $SNR_{MMSE}$ is independent of $SNR_{line}$, and confirm the initial predictions that the behavior of the linear equation (1.2.1) depends on condition number only, and is independent of the range of condition numbers defined by $SNR_{line}$.
Figure 5.23 and Figure 5.25 show plots for $SNR'$ (equation 3.1.4) for signal variances ($\sigma_2^2$) $2^{22}$ and $2^{24}$ respectively when $SNR_{line}$ is fixed at 18dB. We notice that the base value for $SNR'$ is 12.2dB as opposed to 4.26dB for the QPSK case. This is consistent with data given in Figure 4.2. In Figure 4.2 we see that $SNR$ corresponding to $P_{sym} = 10^{-1}$ is approximately 12dB. So, we expect the base value for $SNR$ to be close to
At the scale used to plot Figure 5.23 and Figure 5.25, the variations in $SNR'$, for various bit precisions, along the y-axis are barely distinguishable. However, Figure 5.24 and Figure 5.26 are presented so the deviations in $SNR'$ can be observed more closely. Even though plots in Figure 5.24 and Figure 5.26 show significant variations across bit precisions, it should be noted that the maximum variation is no larger than 0.08 for the lowest bit precision of 18-bits. Also, any variation in $SNR'$ values for 28-bit and 24-bit precisions is still un-distinguishable, as we observed in the QPSK case. It can be safely concluded that these variations are within acceptable limits from a practical industrial point of view, as they are very close to the base value of $12.2dB$. Similar to the QPSK case, we observe that there is a greater loss in $SNR'$ for $\sigma_s^2 = 2^{22}$ than $\sigma_s^2 = 2^{24}$ for 18-bit precision. Once again we are able to distinguish a different behavior for the two signal variances used. As described in the QPSK case, a signal variance of $2^{24}$ adds a bigger number to the diagonal $A$, hence improving the condition of $A$, and in turn improving the overall signal power.

Figure 5.27: 16QAM $SNR'$(dB) for SNR$_{in}$= 50dB and Signal Variance = $2^{22}$

Figure 5.28: 16QAM $SNR'$(dB) for SNR$_{in}$= 50dB and Signal Variance = $2^{24}$
Figure 5.27 and Figure 5.28 show plots for $SNR'$ (equation 3.1.4) for signal variances ($\sigma_s^2$) $2^{22}$ and $2^{24}$ respectively when $SNR_{line}$ is fixed at 50dB. Significant variations in $SNR'$, for various bit precisions are easily distinguished. Variation in $SNR'$ values for 28-bit and 24-bit precisions is still un-distinguishable. However, 20-bit and 18-bit precisions show noticeable degradation in $SNR'$ with increasing condition numbers. $SNR'$ for 20-bit pseudo floating point starts to degrade close to condition number $5 \times 10^2$, but $SNR'$ for 18-bit pseudo floating point starts to degrade around condition number $7 \times 10^1$. Notice that this degradation starts at an earlier condition number than the QPSK case. This is because of the inherent behavior of 16QAM constellation points. The constellation points are packed closer together than QPSK, and are hence more susceptible to noise. Again we must conclude that 20-bit precision can be considered a cut-off point for systems with $SNR_{line} = 50dB$, as the signal degradation is significant as condition numbers go above $10^2$. From all the figures shown in section 5.2.3, it is observed that $SNR'$ behaves independently of $SNR_{line}$. This is evident from the fact that Figure 5.23 and Figure 5.25 appear to be subsets of Figure 5.27 and Figure 5.28. This supports the initial expectations, as $SNR_{line}$ only controls the range of condition numbers, and has no effect on the value of $SNR'$.

5.2.4. 64QAM SNR Analysis

$SNR_{MMSE}$ (equation 3.1.1) plots for signal variances ($\sigma_s^2$) $2^{22}$ and $2^{24}$ for 64QAM constellation when $SNR_{line}$ is fixed at 24dB are shown in Figure 5.29, and, Figure 5.30 respectively. Also, Figure 5.31, and Figure 5.32 show $SNR_{MMSE}$ for signal variances ($\sigma_s^2$) $2^{22}$ and $2^{24}$ respectively when $SNR_{line}$ is fixed at 50dB. As in the QPSK, and 16QAM cases these plots show negligible difference between $SNR_{MMSE}$ values as signal variance
(σ²) is varied from 2²² to 2²⁴. Also, consistent with QPSK, and 16QAM results, we observe that plots shown in Figure 5.29, and, Figure 5.30, are simply subsets of plots given in Figure 5.31, and Figure 5.32 respectively.

Figure 5.29: 64QAM Solution Vector SNR for SNR_in= 24dB and Signal Variance = 2²²

Figure 5.30: 64QAM Solution Vector SNR for SNR_in= 24dB and Signal Variance = 2²⁴

Figure 5.31: 64QAM Solution Vector SNR for SNR_in= 50dB and Signal Variance = 2²²

Figure 5.32: 64QAM Solution Vector SNR for SNR_in= 50dB and Signal Variance = 2²⁴
Again these results show that $SNR_{MMSE}$ is independent of $SNR_{line}$, and confirm the initial predictions that the behavior of the linear equation (1.2.1) depends on condition number only, and is independent of the range of condition numbers defined by $SNR_{line}$.

Next we show plots for $SNR'$ (equation 3.1.4) for 64QAM constellation points for signal variances ($\sigma_s^2$) $2^{22}$ and $2^{24}$ respectively when $SNR_{line}$ is fixed at $24dB$, in Figure 5.33 and Figure 5.35. We notice that the base value for $SNR'$ is $18.755dB$, which is...
higher than both 4.26\text{d}B and 12.2\text{d}B from QPSK and 16QAM cases respectively. This is consistent with data given in Figure 4.3. In Figure 4.3 we see that SNR corresponding to $P_{sym} = 10^{-1}$ is a little less than 19\text{d}B. So, we expect the base value for SNR to be close to 18.8\text{d}B. At the scale used to plot Figure 5.33 and Figure 5.35, the variations in SNR', for various bit precisions, along the y-axis are considerably distinguishable as compared to the QPSK and 16QAM cases. To be consistent with the data provided for QPSK and 16QAM, Figure 5.34 and Figure 5.36 are presented so the deviations in SNR' can be observed more closely. Plots in Figure 5.24 and Figure 5.26 show significant variations across bit precisions, and it is noted that the maximum variation is around 6 for the lowest bit precision of 18-bits. This is a much greater variation than the QPSK and 16QAM cases. Even though there is significant degradation in SNR' values for 18-bit and 20-bit precisions, any variation for 28-bit and 24-bit precisions is still un-distinguishable. We can infer from these results that 64QAM loses signal quality much more rapidly at lower precisions than QPSK and 16QAM. In the case of 64QAM we cannot conclude that these variations are within acceptable limits from a practical industrial point of view, as it will greatly depend on the tolerance of the system whether it can handle a degradation of 6\text{d}B SNR or not. Similar to the QPSK and 16QAM cases, we observe that there is a greater loss in SNR' for $\sigma_3^2 = 2^{22}$ than $\sigma_5^2 = 2^{24}$ for 18-bit precision. The difference is SNR' values is approximately 0.5\text{d}B. This may be significant to a system that is sensitive to lower values of SNR'.
Figure 5.37 and Figure 5.38 show plots for $SNR'$ (equation 3.1.4) for signal variances ($\sigma_x^2$) $2^{22}$ and $2^{24}$ respectively when $SNR_{line}$ is fixed at 50dB. Significant variations in $SNR'$, for various bit precisions are easily distinguished. Here, variation in $SNR'$ values for 28-bit and 24-bit precisions are distinguishable. As in the case of QPSK and 16QAM 20-bit and 18-bit precisions show noticeable degradation in $SNR'$ with increasing condition numbers. We notice that $SNR'$ actually comes very close to zero for 18-bit precision in Figure 5.38. $SNR'$ for 20-bit pseudo floating point starts to degrade close to condition number $2 \times 10^2$, but $SNR'$ for 18-bit pseudo floating point starts to degrade around condition number $3 \times 10^1$. Notice that this degradation starts at an earlier condition number than both QPSK and 16QAM cases. This is because of the inherent behavior of 64QAM constellation points. The constellation points are packed closer together than 16QAM and QPSK, and are hence more susceptible to noise. Here conclude that 24-bit precision should be adopted for systems with $SNR_{line} = 50dB$, as the signal degradation is significant for bit precisions lower than 24-bits, as condition
numbers go above $10^2$. From all the figures shown in section 5.2.4, it is observed that $SNR'$ behaves independently of $SNR_{line}$. This is evident from the fact that Figure 5.33 and Figure 5.35 appear to be subsets of Figure 5.37 and Figure 5.38. This supports the initial expectations, as $SNR_{line}$ only controls the range of condition numbers, and has no effect on the value of $SNR'$.

### 5.3. Loss in Symbol Error Rate

In this section we study loss in symbol error rate (SER) by analyzing the ratio $P_{sym}/P'_{sym}$. As discussed in section 4.1 $P_{sym}$ is a function of $SNR$. With the new $SNR'$ values calculated in the previous section, we now have the data to get the corresponding $P'_{sym}$ values at each bit precision. As before, values of $SNR_{line}$ for each constellation are selected according to Table 3.1. We expect these $SNR_{line}$ values to be the usual lower and upper bounds for industry standards. As observed in section 5.2, $SNR'$ values were independent of $SNR_{line}$. Based on this observation, we predict that the ratio $P_{sym}/P'_{sym}$ depends on the condition number of the matrix $A$ only, and is independent of $SNR_{line}$.

#### 5.3.1. Simulation Specifications

For all simulation results shown in Section 5.3 the type of modulating constellation is very important, and it governs the loss in symbol error rate to some extent. Following variables are constant across all simulation results:

- Number of trials is set to 300
- $M = 10$
- Number of transmission antennas ($N_T$) = 4
- Number of receive antennas \((N_R) = 4\)

- \textit{Exponent} = 8 bits

Variables varied across simulation results shown in Section Chapter 0 are given below:

- \(SNR_{line}\) is varied according to Table 3.1 for each constellation

- Signal variance \((\sigma_S^2)\) is assigned the values \(2^{22}\), and \(2^{24}\) for each \(SNR_{line}\)

- \textit{Integer} is given the values: 20, 16, 12, and 10

Since, both the number of transmission antennas \((N_T)\), and the number of receive antennas \((N_R)\) are fixed at 4, therefore, the input coefficient matrix \(A\) is a \(4 \times 4\) matrix for all simulation results shown below. All calculations for the ratio \(P_{sym}/P'_{sym}\) are done with \(P_{sym} = 10^{-1}\).

**5.3.2. QPSK SER Loss**

Figure 5.39 and Figure 5.41 show loss in SER for signal variances \((\sigma_S^2)\) \(2^{22}\) and \(2^{24}\) respectively when \(SNR_{line}\) is fixed at 12\(dB\) for a QPSK system. These plots show a nearly perfect ratio of \(P_{sym}/P'_{sym} = 1.0\) at all bit precisions. However, if we zoom in along the y-axis, we see that there is some loss in SER for 18-bits, and an almost negligible loss in SER for 20-bits (Figure 5.40 and Figure 5.42). No loss in SER is observed for 24-bit and 28-bit precisions in any of the figures shown above. Also, we notice that the maximum loss in SER is still very small for 18-bit
precision (~0.006) with increasing condition numbers. It is further observed that there is a greater loss in SER for \( \sigma_5^2 = 2^{22} \) than \( \sigma_5^2 = 2^{24} \) for 18-bit precision. This is in accordance with previous results of \( SNR' \) in section 5.2. As discussed in section 4.1, we know that \( P_{\text{sym}}' = f(SNR') \), and hence \( P_{\text{sym}}' \propto SNR' \). If a system is to be designed with condition numbers less than 2x10^2 then any bit precision will be acceptable.
Figures 5.43 and 5.44 show loss in SER for signal variances (\(\sigma^2\)) \(2^{22}\) and \(2^{24}\) respectively when \(SNR_{line}\) is fixed at 50dB for a QPSK system. These plots show a clear degradation of the ratio \(P_{sym}/P_{sym}'\) at all bit precisions except for 28-bits. Even at the given scale it is clear that there is a significant loss in SER for 18-bits. Loss in SER for 20-bits starts at a later condition number, but similar to the 18-bits case, the ratio degrades very rapidly. Minor loss in SER is observed for 24-bits. No loss in SER is observed for 28-bit precisions in any of the figures shown above. These results are as expected. The SER is expected to degrade with increase in condition number. The degradation should be more drastic for lower bit precisions than higher ones. As observed the SER stay stable and close to perfect with 28-bit precision even when the condition number goes above \(10^4\).

5.3.3. 16QAM SER Loss

Figure 5.45 and Figure 5.47 show loss in SER for signal variances (\(\sigma^2\)) \(2^{22}\) and \(2^{24}\) respectively when \(SNR_{line}\) is fixed at 18dB for a 16QAM system. Unlike the QPSK
case, these plots do not show a nearly perfect ratio of $P_{sym}/P_{sym}' = 1.0$ at all bit precisions. There is a noticeable difference in the $P_{sym}/P_{sym}'$ ratio across the tested bit precisions at higher condition numbers. If we zoom in along the y-axis, we see that there is some loss in SER for 18-bits, and an almost negligible loss in SER for 20-bits (Figure 5.46 and Figure 5.48). No loss in SER is observed for 24-bit and 28-bit precisions in any of the figures shown below. Also, we notice that the maximum loss in SER is still very small for 18-bit precision (~0.005) with increasing condition numbers. It is further observed that there is a greater loss in SER for $\sigma_S^2 = 2^{22}$ than $\sigma_S^2 = 2^{24}$ for 18-bit precision. This is in accordance with previous results of $SNR'$ in section 5.2. As discussed in section 4.1, we know that $P_{sym}' = f(SNR')$, and hence $P_{sym}' \propto SNR'$. If a system is to be designed with condition numbers less than $2 \times 10^2$ then any bit precision will be acceptable.
Figures 5.47 and 5.48 show loss in SER for signal variances \( \sigma^2 \) \( 2^{22} \) and \( 2^{24} \) respectively when \( SNR_{\text{line}} \) is fixed at 50\( dB \) for a 16QAM system. These plots show a clear degradation of the ratio \( P_{\text{sym}}/P'_{\text{sym}} \) at all bit precisions. The degradation for 28-bits is very small, but it is noticeable for signal variance of \( 2^{22} \). It is clear that there is a significant loss in SER for both 18-bits and 20-bits. Loss in SER for 24-bits starts at a later condition number, and surprisingly does not degrade very quickly. Minor loss in SER is observed for 28-bits at very high condition numbers. These results show that 24-bits is the cut-off point for a 16QAM system, if we want to get reasonable reliability even at higher condition numbers. As in the QPSK case, the SER is expected to degrade with increase in condition number. The degradation should be more drastic for lower bit precisions than higher ones (as observed). The SER stays stable and close to perfect with 28-bit precision even when the condition number goes above \( 10^4 \) for both signal variances. Therefore, if a system is to be designed using 16QAM, then 24-bit or 28-bit precisions should be used in order to get reliable behavior at higher condition numbers.
5.3.4. 64QAM SER Loss

Figure 5.51 and Figure 5.52 show loss in SER for signal variances ($\sigma_2^2$) $2^{22}$ and $2^{24}$ respectively when $SNR_{line}$ is fixed at 24dB for a 64QAM system. Similar to the 16QAM case, these plots do not show a nearly perfect ratio of $P_{sym}/P_{sym}' = 1.0$ at all bit precisions. There is a noticeable difference in the $P_{sym}/P_{sym}'$ ratio across the tested bit precisions at higher condition numbers. No zooming is required here, as the loss in SER is clearly visible for lower precisions at the current scale. No loss in SER is observed for 28-bit precision in any of the figures shown below. Also, we notice that the maximum loss in SER is no longer small for 18-bit precision with increasing condition numbers. It is further observed that loss in SER for $\sigma_2^2 = 2^{22}$ than $\sigma_2^2 = 2^{24}$ for 18-bit precision is no longer distinguishable. This is due the fact that the noise introduced inherently by the
64QAM system is comparable to the signal variance, hence balancing out the effects of change in signal variance.

Figures 5.53 and 5.54 show loss in SER for signal variances $(\sigma_s^2) 2^{22}$ and $2^{24}$ respectively when $SNR_{line}$ is fixed at $50dB$ for a 64QAM system. These plots show a clear degradation of the ratio $P_{sym}/P_{sym}'$ at all bit precisions. Similar to the 16QAM system, the degradation for 28-bits is very small. Loss in SER is less than 0.8 for signal variance of $2^{22}$, which should be acceptable in most systems. There is a significant loss in SER for both 18-bits and 20-bits, and this degradation starts very early at small condition numbers. This makes it difficult to have a system run at 18-bit or 20-bit precisions if higher input condition numbers are expected. Similar to the 16QAM case, loss in SER for 24-bits starts at a later condition number, and does not degrade very quickly. Minor loss in SER is observed for 28-bits at very high condition numbers, this makes 28-bits the best choice for a reliable 64QAM system. These results show that 24-bits is again the cut-off
point for a 64QAM system, if we want to get reasonable reliability at higher condition numbers. We observe that SER levels off at 0.1. This can mathematically verified. As condition number increases $P_{sym}'$ also increases to a maximum value of 1. Since $P_{sym}$ is fixed at 0.1, therefore the ratio flattens out at 0.1. If $P_{sym}$ if fixed at a different number, then the $P_{sym}/P_{sym}'$ ratio curve will level off at that value. Given the above observations we can conclude that if a system is to be designed using 64QAM constellations, then 24-bit or 28-bit precisions should be used in order to get reliable behavior at higher condition numbers.

Figure 5.53: 64QAM $P_e/P_{e'}$ for SNR$_{in}=50$dB and Signal Variance $= 2^{22}$

Figure 5.54: 64QAM $P_e/P_{e'}$ for SNR$_{in}=50$dB and Signal Variance $= 2^{24}$
Chapter 6 VEX Hardware Simulator

6.1. The VEX System

VEX stands for VLIW Example. “VEX includes three basic components:

1. **The VEX Instruction Set Architecture.** VEX defines a 32-bit clustered VLIW ISA that is scalable and customizable to individual application domains. The VEX ISA is loosely modeled upon the ISA of the HP/STMicroelectronics Lx/ST200 family of VLIW embedded cores. Scalability includes the ability to change the number of clusters, execution units, registers and latencies; customizability enables users to define special-purpose instructions in a structured way.

2. **The VEX C Compiler.** The VEX C compiler is a derivation of the Lx/ST200 C compiler, itself a descendant of the *Multiflow* C compiler. It is a robust, ISO/C89 compiler that uses *Trace Scheduling* as its global scheduling engine. A very flexible table-like machine model determines the target architecture. VEX selectively exposes some of the parameters to allow architecture exploration by changing the number of clusters, execution units, issue width and operation latencies, without having to recompile the compiler.

3. **The VEX Simulation System.** The VEX simulator is an architecture-level (functional) simulator the uses *compiled simulator* technology to achieve a speed of many equivalent ‘MIPS’. The simulation system also comes with a fairly complete set of POSIX-like *libc* and *libm* libraries (based on the GNU *newlib* libraries), a
simple built-in cache simulator (level-1 cache only), and an API that enables other plug-ins used for modeling the memory system.” [24]

6.2 VEX Simulation Setup

VEX is set up to simulate the Texas Instruments C64x line of fixed point DSPs. The following table compares the TI DSP with the VEX setup. The only difference between the TI DSP and the VEX setup is that in VEX the number of ALUs cannot be odd. Therefore VEX had to be setup with four ALU units. Furthermore, VEX simulator does not allow L2 caches. Thus, two data caches are defined as L1 caches.

Table 6.1: Comparison of TI C64x DSP Specifications and VEX Simulator Setup

<table>
<thead>
<tr>
<th>TI C64x DSP Specifications</th>
<th>VEX Simulator Setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>• VLIW clusters: 2</td>
<td>• VLIW clusters: 2</td>
</tr>
<tr>
<td>• Issue Width: 4</td>
<td>• Issue Width: 4</td>
</tr>
<tr>
<td>• ALUs per cluster: 3</td>
<td>• ALUs per cluster: 4</td>
</tr>
<tr>
<td>• Multipliers per cluster: 1</td>
<td>• Multipliers per cluster: 1</td>
</tr>
<tr>
<td>• Simultaneous Loads: 2</td>
<td>• Simultaneous Loads: 2</td>
</tr>
<tr>
<td>• General Register size: 64-bits</td>
<td>• General Register size: 64-bits</td>
</tr>
<tr>
<td>• Split L1 cache for Data and Instructions</td>
<td>• L1 instruction cache</td>
</tr>
<tr>
<td>• L2 cache</td>
<td>• 2 x L1 data caches</td>
</tr>
</tbody>
</table>
Following compilation flags are used to introduce timing and cycle instrumentation:

- c -ms -c99inline -fmm=config.mm -mas_G -mas_t -O4 -width 2

Details of these flags are given below:

- **c**
  Suppress the loading phase of the compilation; do not delete the ‘.o’ files produced by the assembler. These files may be loaded by cc or ld at a later time. [24]

- **ms**
  Compile the named programs, leave the assembler-language output on corresponding files suffixed ‘.s’ and continue to generate ‘.o’ files normally. By default cc deletes any ‘.s’ files that it creates. [24]

- **c99inline**
  Allow c99-style *inline* keywords to manually control inline expansion. [24]

- **fmm**
  Read machine description parameters (latency, resources, etc.) from the files specified. [24]

- **mas_G**
  Turn on gprof-style collection of profiling data. The gprof tool produces an execution profile of programs where the effect of called routines is incorporated into the profile of each caller. Profile data is taken from the call graph profile file (gmon.out by default). [24]

- **mas_t**
  Enables the collection of ‘Compiled Simulator’ runtime statistics, I-cache simulation and D-cache simulation when program is executed. [24]
-O4  Compiler applies level 4 optimization resulting in heavy loop unrolling. [24]

-width n  Changes the number of clusters to n, must be either 1, 2 or 4. [24]

Custom instructions are defined for pseudo float add, subtract, and multiply, which are executed in VEX as standalone hardware instructions. Figure 6.1 shows the bit layout of a pseudo floating point register as customized in VEX. Bit shifting and masking is used to extract the required component as needed.

![Figure 6.1: Pseudo Floating point bit allocation in VEX](image)

### 6.3 VEX Simulation Results

Primary goal of doing hardware simulations with VEX is to find out the percentage of pseudo floating points operations and cycles during the total Cholesky decomposition execution. Using the profiling flags mentioned above, the following instruction and cycle numbers are obtained:

- **Total Instructions for Cholesky Decomposition**: 3345
  
  **Instructions for Pseudo Floating point operations**: 1916
  
  **Percentage of Pseudo Floating point Instructions**: 57.28%
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- **Total cycles for Cholesky Decomposition:** 7555

  **Cycles for Pseudo Floating point operations:** 3850

  **Percentage of Pseudo Floating point cycles:** 50.95%

From the numbers given above it is clear that custom bit precisions in pseudo floating point hold great potential in optimizing energy and power of the overall Cholesky decomposition process.
Chapter 7 Conclusion

7.1 Conclusion

In our study we explored many bit precisions across multiple constellations that can be used to implement a MIMO system. Matrix inversion is a key part of any MIMO receiver, as the equation $Ax = b$ has to be solved every time a new channel matrix is received. Cholesky decomposition is commonly used to calculate the inverse of the channel matrix. Although LU and QR decompositions are also used in certain systems, Cholesky decomposition has the least runtime complexity and the highest stability of the three.

The primary goal of this exploration study is to determine the lowest possible bit precision for a MIMO receiver system while keeping the SNR and SER ratio within system specifications. By using less bits in calculating the inverse of the channel matrix, power, area, and energy costs can be minimized. Cholesky decomposition generates a lower triangular matrix $L$. This matrix is then used to calculate $L^{-1}$ by using back-substitution. There is minimum error introduced in generating $L^{-1}$ as no divisions take place during the calculation process. Subsequently calculations of $A^{-1}$ matrix and the final vector are very stable as well. We explored SNR levels for various bit precisions for $L$, $L^{-1}$, and the final vector using them as checkpoints. These checkpoints help guide the hardware designer in the correct direction during the design process. At each stage the level of SNR degradation is clearly indicated and inferences are made according to the observations. Finally, loss in Symbol Error Rate (SER) is calculated by computing the
ratio $P_{sym}/P_{sym}'$. This is the primary metric for a system’s performance. This ratio should be used as the first step to determine the bit precision for the system. After that, results for $L$, $L^{-1}$, and the result vector should be used to guide the design in the correct direction while keeping the SNR within system specifications. The VEX hardware simulations show that a significant proportion (over 50%) of instructions and cycles in Cholesky decomposition are pseudo floating point. Thus, optimizing the internal bit precision of the calculation can lead to significant power savings.

### 7.2 Future Prospects

There are many opportunities to explore the relationship of SNR and system bit precision in wireless communication systems. Wireless systems and digital signal processing applications commonly use SVD, and QR decomposition to calculate pseudo inverse of a channel matrix. Any wireless communication system can be optimized in power and area by using just the number of bits necessary to get the correct result. Various bit precisions can be used for different sections of the system, thus minimizing overall power and area. Another prospect is to build wireless systems where each component has adaptable internal precision. This way overall power can be reduced without compromising the minimum requirements of the wireless system.
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