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Chapter 1

Introduction

The package delivery industry has recently grown pogviding consistent and
reliable delivery services. With billions of doli&am revenue at stake, this translates
into a highly competitive environment. Most carsi@ffer a wide range of delivery
services, such as same day service, next day sedeferred service, and ground
service, to increase their market shares.

During the period 1998 - 2004, the domestic next aia revenues of United
Parcel Service (UPS) and Federal Express (FedE)two dominant players in this
industry, have mostly grown, as shown in Figure (Ufited Parcel Service, 2000 —
2004; FedEx Corporation, 2000 — 2004). Comparireggdhanges in domestic next

day air revenue between 1998 and 2004, howevegewdhat the revenue of FedEx



had increased by only 6% compared to more than B8%PS. For that reason,
UPS’ operating margin, defined by operating praBta percentage of revenue, had
outperformed that of FedEx by approximately a facfotwo over those seven years,
as shown in Figure 1.2. Having higher operatiofffitiency, UPS can aggressively

price its services and gain market share — a kethéosuccess of UPS’ revenue

growth.
Domestic Next Day Air Revenue Comparison
—8— UPS —&—FedEX
8.0
,A/‘\
z 7.0 =
3;5 6.5
S 6.0 /g
(]
% 55 /'\\.\./
« /./
5.0 ./
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4.0 T T T T T
1998 1999 2000 2001 2002 2003 2004
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Figure 1.1: Comparison of UPS and FedEx yearly domestic nextad@taevenues



Operating Margin Comparison

—8— UPS —&— FedEx
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6% —— —
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Figure 1.2: Comparison of UPS and FedEx yearly operating margin

While expecting other package delivery firms tavstifor the same objective,
new strategic operationshould play an important role in future compeétiv
advantage. In 2003, UPS announced plans for sigmfi improvements in its
package sorting and delivery system. It expectadvest $600 million over the next
several years to simplify and optimize packageisgprand delivery. Upon expected
completion in 2007, the company expects to saved $80lion annually, through
productivity improvements and by driving approxieigt100 million fewer miles per

year (Standard & Poor’s Stock Report: UPS, 2006).

1.1 Background on Express Package Shipment Services
Package shipment carriers offer different levels sefvice, which are mainly

characterized by the time duration between pickog delivery, and charge higher



premiums for higher levels of service. For UPS raay service provided, a package
is guaranteed to be delivered by the early mornipgically before 10 AM, while
guaranteed delivery time for second-day servidgyithe end of the second day. For
both services, customers will get a refund if teéwéry service cannot be met (UPS
Express Critical Term and Condition, 2007).

Brief introductions to air express service netvgoclan be found in Kim et al.
(1999), Armacost et al. (2002), and Barnhart andnSt2004). Typically, packages
are transported by ground vehicles to ground centehere they are sorted to
determine the routing of each package based otegtination and level of service.
Packages are then transported to an airport, cgiédway, either by a ground
vehicles or a small aircraft. At gateways, packagesloaded onto jet aircraft and
transported to a hub. Upon arrival at hub, whicimpletes the pickup route, packages
are unloaded, sorted and consolidated by theirrdgsins. They are then transported
by the delivery routes, which are the reversed atper but might be on different
routings.

Barnhart and Shen (2004) describe the sequemgiaton among the next-
day and second-day service. The operations for bethices are similar, using the
same equipments and facilities, but different timé&gpically, the same aircraft
deliver next-day shipments during the night andoededay shipments during the
day. In the current practice, due to problem comiplein solving both services
simultaneously, tactical plannings for next-day asdcond-day are designed
sequentially. The fleet positions resulting fromxtaéay planning are used for

second-day planning.



Kim (1997) describes two types of planning actestifor most express
package service operations. Strategic long rangenplg, which looks several years
into the future, focuses on problems such as dira@equisition, hub capacity
expansion, and new facility location. The decisima®m be made without existing
resource constraints to determine the requiredurees under the future operating
conditions. The data used in this planning level @ften imprecise, relying heavily
on forecasts. The second type of planning is r&an-bperation planning, in which
the planning time horizon ranges from one to sdvaomths in the future. Its activity
includes generating a plan to be executed in tlegadipn. Some planning activities,
such as flight crew planning and maintenance plagmrare relying on this near-term
planning. There are very limited degrees of freedonterms of changing existing
resources. However, this model is used to analyaeows scenarios, such as
determining the incremental operating costs foetao$ demand changes. The results
are used to direct market efforts over the nexttort&vo years. This type of analysis
is called market planning.

Package volumes normally increase from Monday tjinauid-week, peaking
on Wednesday or Thursday, and decrease througtvékkend. Therefore, a seven
day planning horizon is desirable for capturing tharacteristic daily variations in
express package operations. A seven day horizortheaadded advantage that all
service types, e.g., next day, second day andrddfecan be integrated. However, a
week-long planning horizon considering all servtgpes would make the model
intractable. Kim (1997) finally focuses on solvitige next day operation with a

single-day planning horizon.



1.2 Problem Statement

Several studies have proposed different solutigogragrhes to designing an existing
next day air service network operation, where pgekaare sorted and redistributed
among flights only once at a hub. In contrast, witimited time window as a critical
factor in next day service, we investigate how stapts can be effectively
consolidated into fewer flights by having some @ays sorted successively at two
distinct hubs before arriving at their destinatioAstwo-stage sortingoperation is
proposed and its potential cost savings are exaimamel compared to the currently
usedsingle-stage sortingperation. The proposed system would not be usefigiss
efficient integration of hub sorting operationsoindir service network design is
considered. Hub characteristics, including hubisgrtapacity and hub storage size,
are considered in this study as optimizable degagrables, as shown in Figures 1.3 —

1.4.
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1.3 Research Objectives and Scope
The primary objective in this study is to simultansly optimize aircraft routing,
package flow routing, and aircraft scheduling foottb single and two-stage
operations. The results are then compared for tloeists and operational
characteristics. In addition, several impacts oé throposed system should be
measured, including hub sorting capacity, hub ancrait utilization, and system
slack gain or loss. The developed models must de &b capture the above
characteristics under the common operational caims:

The principal objectives are as follows:

1. Develop optimization models for next-day air exgre®twork design. The
models should be able to solve both single-stag® taro-stage sorting
operations, while satisfying the usual operatiogahstraints, including
aircraft balancing, aircraft availability, desiggihub sorting/storage capacity,
and hub landing/take-off capacity.

2. Develop the conventional time-space network formomato capture the
system’s complexities. With the expected large neimtf variables in the
model, a decomposition algorithm, such as the Col@Ganeration approach,
should be considered to identify the promisingraiitcroute and package flow
path variables. To limit the expected large numtfevariable on two-stage
operation, each service center is assigned a poiais closest hub.

3. Develop a heuristic solution approach for solviagge problem instances.
Given the nature of the problem that includes thie &ssignment and network

design problems, a Genetic Algorithm is considerdts solution



representations should reflect those two probleemehts. Several genetic
operators should be developed based on the prolleanacteristics to
facilitate the search. In some cases where a nsiagk sorting operation
(with both single-stage and two-stage operatiomsvésious flows) is better,
the model should be able to optimize such an ojperafhe model must
consider all the operational constraints, whilepreori hub assignment for
two-stage sorting operations is relaxed.

. Consider hub characteristics as optimizable desdigraiables in both the
exact and the heuristic optimization models. Thé hsorting model is
developed and integrated into an air network deggoblem. For the
conventional time-space formulation using the CaluBeneration approach,
hub characteristics, including hub sorting capaeityl hub storage size, are
simultaneously optimized with other designing elatag while they are
separately determined using an analytical modethen Genetic Algorithm
approach.

. Conduct several sensitivity analyses to demonsthetgootential cost savings
of two-stage operation over different input parametin addition, two-stage
routing strategies, which consider the aircrafttiray between the main and
regional hubs, are analyzed and compared to tlggesatage operation.

. Analyze the possible drawbacks of the proposedesysisuch as aircraft
utilization, hub sorting/storage capacity, hub ipéition, and system slack.
Since the demand is deterministic in this studtysolution analysis should

be conducted to measure the system slack.



To capture the weekly demand variation (the packedemes increase from
Monday through mid-week, peaking on Wednesday ourddmy, and decrease
through the weekend), a seven day planning horigoudesirable (Kim, 1999).
However, to optimize a system under several opmrati constraints, hub sorting
characteristics, and especially the added compleXitwo-stage operation, a week-
long planning horizon results in an intractable elodence, we only consider a

single day planning horizon in this study.

1.4 Dissertation Overview

Chapter 2 provides a comprehensive review and sison on several topics that are
relevant to air network design problem. In cha@erthe problem definitions are
stated and the concepts behinds the proposed age-siperation are discussed.
Chapter 4 presents the conventional time-spaceanktvepresentations, including
hub sorting network, aircraft route and packagevflpath representations. The
problems are then formulated by incorporating lal network design and operational
characteristics in Chapter 5. Two solution methodi@s are presented in this study.
The exact solution approach, namely the Column @Géioa, is introduced in
Chapter 6, while the heuristic approach, which udes Genetic Algorithm, is
presented in Chapter 7. In both chapters, sengit@analyses are conducted on small
problems. We demonstrate the model applicabilitiehetic Algorithm approach to
large problem instances in Chapter 8. Finally, Géa® presents a summary of major

findings, contributions and suggested future regedirections.
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Chapter 2

Literature Review

In this chapter, we review the recent work relai@dhe air express network design
(AESD) problem. Because the AESD is one specidblpro among service network
design problems (SNDPs), which fall under the bevadetwork design problem

(NDP), we focus on underlying problem charactersstind solution methodologies.

2.1 Network Design Problems

Magnanti and Wong (1984), Minoux (1989) and Ahujaak (1993) provide the
comprehensive document of network design problemRNsurveys. The NDP can
generally be classified into two classes, namepactdated and uncapacitated NDP.

Assad (1978) and Kennington (1978) review one sgpeclass of NDP, the

11



multicommodity flow problem, where several physicammodities interact in the
same network, or share common arc capacities.

Given a directed grapl; = (N, A , WwhereN is the node set and is the arc
set. LetK denote the set of commoditids[1K , and F be the set of facility types,
f OF. Let d* represent the quantity of commodiky need to be transported over
G from its origin nodeO(k ) to its destination nodd)(k . )The problem contains
two types of decision variables, one modeling iategdesign decisions and the other

modeling continuous flow decisions. L%f be an integer variable indicating the
number of facilities of typef installed over ard(i, | ,) uijf denote the associated
capacity per unit of facilityf over the arc(i, j )Let xi'j‘ be the flow of commodity

k onarc(i,j) Let c,'j‘ be the unit cost flow of commodity on arc (i, j )and cijf

denote the cost of installing each unit of facility over arc(i,j ) The network

design problem (NDP) is:

min > Ycix + > > ey (2.1.1)

kOK (i, j)JA fOF (i,j)0A
Subject to
doxcsdulyy aG, j)H)OA (2.1.2)
kOK fOF
d* if i =O(k)

D ox = doxg =4-d"if i = D(K) 0i ON,OkOK (2.1.3)
FODOA - HEA 0 otherwise
X 20 OG, )OADKOK (2.1.4)
y, OZ, OG, j))O0ADOf OF (2.1.5)

12



The objective (2.1.1) is to minimize the total fwoshich comprises the
variable operating costs and fixed design costais@aints (2.1.2) are the “forcing”
or “bundle” constraints ensuring that the totamflof all commodities on any arc
cannot exceed that arc’s capacity. Constraints3Rdre the general network flow

conservation equations.

2.2 Transportation Service Network Design Problems

Crainic (2000) provides a state-of-the-art reviefaservice network design
models in freight transportation industry. The autflistinguishes betwedrequency
and dynamic service network design models. The former is tbyc used to
determine how often each selected service is affeh@ring the planning period.
Crainic and Rousseau (1986) constitute a prototgpbesuch formulation. The
application of frequency service network design banfound in Roy and Delorme
(1989). They apply such a formulation to assiss-kbsn-truckload (LTL) motor
carriers in their decision-making process for deisig their service networks, the
routing of freight and empty vehicles balancingenéhservice frequencies as well as
volume of freight moving on each route in the nekvare the main decision
variables. On the other hand, the dynamic formamattargets the planning of
schedules and supports decisions related to tinservices over a certain number of
time periods. Haghani (1989) presents a dynammcenetwork design combining
the empty car distribution with train make-up aodtng problems. Farvolden and
Powell (1994) present the combined service netwdmkign and shipment routing

problem in the LTL motor carrier industry usingynédmic formulation.
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Kim and Barnhart (1999) focus on the large scasmdportation service
network design and present three different but vedent service network design
models: node-arc formulation, path formulation, @nek formulations. The route
based decision variables are used to capture cangpl&t structure and reduce the
number of constraints in the models.

Because the service network design problem is spexial class in the
conventional NDP, there are some additional sigesiraints including to the original
network design problem, such as facility balancoogstraints, facility availability

constraints. Constraints (2.1.6) are the facil@jaincing constraints included in NDP

(2.).
Zyijf —Zyjfi =0 OiON,Of OF (2.1.6)
jON jON

2.3 Express Package Delivery Problems
Grunert and Sebastian (2000) identify importanti¢at planning tasks facing by
postal and express shipment companies and definesponding optimization
models and the relationship among them. Their phanstage is decomposed into air
and ground transportation planning. The authorssdia the air transportation
planning into three problems: direct flight problemub flight problem, and mixed air
network problem. For ground transportation plannititge feeding problem and
pickup-and-delivery problem are stated.

Barnhart and Schneur (1996) develop a model faxgness shipment service
network design problem with a single hub network.their study, packages are

prohibited from transferring among aircraft at segvcenters, and only one type of
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aircraft is allowed to serve each service centde &uthors introduce a two-phase
solution process with a preprocessing phase araptimization phase. The former is

used to reduce the size of the problem. For examgigpments assigned to

commercial air service are not considered, or shigsithat exceed aircraft capacity
will be served by commercial air. In their modedckage routings are not considered.
Therefore, they are completely determined by dircrautes and there are no

interactions between package flow variables andrafirroute variables. As a result,

bundle constraints (2.1.2) are not considered. #althl practical considerations are
also included in their model:

 Spacing of arrivals and departures of aircraft ls¢ tub. The total
packages arriving at the hub should be spread wert the hub sorting
time due to limited sorting capacity, while limitentlew resources and
runway capacity require the number of aircraft diepas be distributed
after the sort end time.

» Aircraft and airstop restrictions. Some aircra awot allowed to land at
certain service centers due to restrictions onejaagrcraft size/weight,
etc.

Kim et al. (1999) develop a model for large-scai@nsportation service
network design for a multihub express shipment lerab Their work is developed
from Barnhart and Schneur (1996). They exploit gr@blem structure using
specialized network representation, calledeaived schedule netwqrko avoid the
massive explosion in the number of nodes and lwka conventional time-space

network. Later, anode consolidatiomethod is applied to further reduce the problem
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size. Given a service network, the authors intredtie package multicommodity
flow formulation, in which the objective is to finginimum cost flow of packages
from their origins to their destinations satisfyisgrvice commitments and network
capacity. With a derived schedule network and &age flow model, packages can
be transferred between the airstop or multipleraitcan visit a single service center
if found efficient to the system. These considenae realistic operation than that of
Barnhart and Schneur (1996.) To reflect the opamati constraints in express
package delivery, the model includes fleet balafleet size, hub sorting capacity,
hub landing capacity, ancbonnectivityconstraints. With package delivery network
containing a major hub and one or more regionakhttere should be at least one
route from any origin location to a major hub, d@hdre should be at least one route
from a major hub to any destination location. Thaaept of theconnectivityis used
to provide the service during service disruptiotheut loss in level-of-service.
Armacost et al. (2002) introducecamposite variabléormulation for large-
scale express package delivery distribution. Thev riermulation can reduce
fractional solution resulted from LP relaxationgitable their model to solve realistic
instances of current network design problem. Toaiobtstronger bounds than
conventional approaches, package flow variables rarelonger represented as
separate decision variables as in Kim et al. (1,980)l each package commodity is
assignedh priori to a hub, callefixed hub assignmeim Shen (2004). Therefore, the
model is cast purely in terms of the design elesehlhe sorting capacity at hubs is
not considered in their study. Armacost et al. @068evelop and implement the

Volume, Location and Aircraft Network Optimizer (MCANO)to support next-day-
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air network planning within UPS airlines. The urgmg idea is taken from
Armacost et al. (2002).

Due to the variation in demand for air service Whlikely increases the
opportunity of excess aircraft capacity, Smilowatzal. (2003) integrate a model of
long-haul operation for multimode and multi-servitansportation. By shifting
deferred items to underutilized aircraft, such gnéion can increase the operational
efficiency of package delivery networks serving tiplg services.

Shen (2004) and Barnhart and Shen (2004) studyntbgration of next day
and second day express shipment delivery. The csibepeariable formulation, as
presented in Armacost et al. (2002), is considelmd, fixed hub assignment is

relaxed.
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Table 2.1:Summary reviews for express package delivery ssudie

Author(s) Problem Description
Barnhart and Schneur| Air network in single hub network is consideredclRages are not transferable among aircraft. Qnly
(1996) one aircraft is allowed to serve each service cente
Kim et al. (1999) Multiple modes in multihub netwaare considered. Package ramp transfers are allewe multiple

aircraft can visit any single service center ifttissfound to be efficient.

Grunert and Sebastian Identify planning tasks faced by postal and expgpment companies and define corresponling

(2000) optimization models.

Armacost et al. (2002)] Develop new solution apphnotc the problem in Kim et al. (1999). Each packagenmodity is 3
priori assigned to a hub for the designed purpOsdy air network is considered. Hub sorting capagit

constraints are relaxed.

Smilowitz et al. (2003)| Shift deferred shipmentsitwlerutilized aircraft to increase operationaicedhcy.

Armacost et al. (2004)] Apply the work from Armacestal. (2002) to UPS network.
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2.4 Hub Network Structure and Characteristics
Hall (1989) examines the impact of overnight resitvphs and time zones on the
configuration of an air freight network. The locati of hub terminal impacts the
aircraft arrival pattern to a hub and the sortiate meeded to meet within a specified
time window. With growth in overnight package deliy, single-hub operation
should be expanded. Multiple-hub network becomegsenattractive by reducing the
average travel distance. Three basic concepts wing strategy are used: one-
terminal closest routing, two-terminal closest nogt and one-terminal shortest
routing. The author investigates five possible iraptstrategies in the two-hub
network, as shown in Hall's Table 2.2. To ship aka@e from the far west to the far
east in the United States, the added sorting tintecacuity make two-hub routing
infeasible. However, this does not preclude the enoent of packages from east to
west using hybrid strategies, as shown in strasel§iand D. Due to scale economies,
it is better to concentrate packages on fewer soute each routing strategy, the
number of routes, which provides an indication afisgs, is presented. Having far
more cities on the east, operating single-termrioating with master terminal on the
east (strategy C) or operating the hybrid strategi all airports connecting to the
master terminal on the east (strategy E) seemadeige nearly the same number of
routes. However, because strategy E requires tdedaéxpense of sorting some
packages at two hubs, strategy C is favored.

In the network used by FedEx, most flights to/frbra hub make one or more
stopovers, and small cities are served by feedera#ti which connect to the nonhub

cities. Kuby and Gray (1993) explore the possilddeoffs and savings by comparing
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the direct flights to hub to flights with stopoveamd feeders in hub-and-spoke
network. The results show substantial improvementast, miles flown, load factor
and number of aircraft used.

Aykin (1995a) considers the hub location and rayproblem in which the
hub locations and the service types between derpamds are determined jointly.
For each commodity, one-hub-stop, two-hub-stop amtlen permitted, direct
services are considered. In addition, flows of eammmodity are not aggregated and
considered independently. Hub locations are detexchfrom the interaction of two-
hub-stop service routes.

Aykin (1995b) presents a framework for a hub-anokspdistribution system
with networking policies and the associated modEe author considers two cases
of policies: nonstrict hubbing and strict and restrictive hubbingThe first policy
allows flows to move via direct transportation braugh hub if that is found more
efficient, while the second restricts all flowsdbgh hubs, in which flows to/from a
node are channeled through the same hub. The adibmusses various effects of
network policies on hub locations and route stngctior air passenger and cargo
transportation.

O’Kelly et al. (1996) examine two alternative levelf spoke connectivity for
hub location models and discuss the sensitivitythgf solutions to thenterhub
discount factor This discount factor, which ranges between 0 Anrepresents the
possibility of cost reduction per unit of flow orgh-capacity interhub links. The first

alternative allows nodes to be connected to ordingle hub, while in the second, a
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node can interact with multiple hubs. In both castee® hubs are completely
connected and all flows are restricted throughhthies.

O’Kelly and Bryan (1998) explicitly emphasize theake economies from
using interhub links in the hub-and-spoke netw@ie to the transshipment function
and by allowing interhub costs to be a functiorflodvs, the interhub links have the
largest potential for agglomerating flow and, herdowering the network cost. Their
results show that the optimal hub network tendeawee a few interhub link(s) with
large flows while the other interhub links haveywslight flows.

In Table 2.2, we summarize the above reviews. Anvaithout an arrow
indicates that aircraft fly in both directions assoa link while an arc with arrow
indicates that aircraft only fly in the specifiedletttion. In addition, a box designates

a hub and a circle designates a city or a nonhylodi
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Table 2.2:Summary reviews for hub network structures andasttaristics

Author(s) Problem/Network Configuration
Hall (1987) Two-hub routing is found to be efficient for packadistribution system that serves many airpqrts;
however, the result does not account for the efietime-frame restrictions.
Hall (1989) Compares the number of required flights in différeauting strategies, where multiple hubs fpre

considered. The five strategies are described ditapto the time-frame restrictions and the numidfe
airports served, which are:

A: One-hub, shipments sent via hub closest to rrigi

B: One-hub, shipments sent via hub closest to rsn.

C: Master hub in east.

D: One-hub west-to-east via terminal closest tginritwo-hub east-to-west.

E: One-hub west-to-east via terminal closest tdingson, two-hub east-to-west

-
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Kuby and Gray (1993)

Compare the stopover and feeders to the diredttdligm hub-and-spoke network. Only single hub Bgr
is considered.

\
\
\
\

Pure hub-and-spoke Hub-and-spoke with

stopovers and feeders

—t

Aykin (1995a)

For each commodity, defined by the origin-destmatpair, consider hub location and routing sepbra

from the other commodities.
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Aykin (1995b)

Consider two network policies: (A) nonstrict hubipisind (B) strict and restrictive hubbing.
A: Flows channeling through hubs are not requingdchosen if found less costly.

B: All flows to/from a node must be channeled tlgiothe same hub.

O’Kelly et. al (1996)

Discuss the sensitivity of hub location solutiorthieinterhub discount factorThe single (A) and multipl

hub (B) assignment models are considered. A mudtiretwork is considered.
* ? “ R

A\1”4

O’Kelly and Bryan (1998)

Present the hub location model that accounts fateseconomies by allowing interhub costs to

functions of flows.
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2.5 Solution Approaches
In this section, due to the nature of express ppelshipment delivery, we review the
solution approaches related to multicommodity nekwimw problem (MCNF). As in
section 2.1, there are several surveys on MCNF @il solution approaches (see
Kennington 1978, Assad 1978, Ahuja et al. 1993.)

Ahuja et al. (1993) describe three general appremcfor solving a
multicommodity flow problem, including:

* Price-directive decomposition. The capacity comstsaare relaxed
and placed on the objective function by using Lagran multipliers
(or prices).

* Resource-directive decomposition. This can be vieag a capacity
allocation problem. It allocates capacities to¢bexmodities, and then
uses information from the resulting single-commpdiroblem as
subgradient direction to reallocate capacity to riowp the overall
system cost.

» Partition method. The approach attempts to work each small
individual single-commodity flow problems, where ethbundle
constraints are required to tie the individual s#ohs together. The
solutions can be updated by special network simppetations.

The column generation approach, first suggestedrtsd and Fulkerson
(1958) and by Tomlin (1966), is another promisingtimod to solve multicommodity
flow problem, as shown in Barnhart et al. (1995) & Holmberg and Yuan (2003).

Barnhart et al. (2000) apply branch-and-price-amidt@ this problem.
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Crainic et al. (2000) proposed the tabu search meetsstics for the path-
based formulation of the fixed-charge capacitatedtioommodity network design
problem. The method explores feasible solution spdgath-flow variables by using
a tabu search framework combining pivot moves wathumn generation. The
method considers the impact of changing the flowory one commodity for each
search. Recently, Ghamlouche et al. (2003) presemw cycle-based neighborhood
for a tabu search metaheuristic that takes intowdcthe impact on the total design
cost when modifying the flow distribution of sevMemmmodities simultaneously.
When a design arc is closed or opened, the algonthll redirect flow around that
arc accordingly.

Solution approaches applying to the specific exgprekipment service

network design are sequentially summarized in Tal8e

2.6 Summary

Several past studies have focused on interhub, limk&h could potentially decrease
the overall transportation cost. With more citiesved, a two-hub sorting operation
should eventually become preferable. However, agdtin Hall (1989), it is difficult
to implement such a two-hub operation in a limitede frame, given a fixed sorting
capacity. Even if we can conduct such an operatl@cost of the sorting operations
would increase. In addition, aircraft rotation reother obstacle when the number of
cities served is imbalanced between east and weeggins. Therefore, with a fixed
hub sorting capacity, several works on air expresa/ork design only consider one-

hub operation.
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If the incremental cost of a higher sorting rate@asonable, there might be
the possibility of implementing a two-stage sortimgeration. Moreover, the
coordination of hub sorting operations and aircisfhedules for such operation

should then be explored.
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Table 2.3: Summarized solution approach applied to expregsrsnt service network design

Author(s)

Solution Approach

Barnhart and Schneur
(1996)

Apply explicit column generation approach to finghdidate aircraft route, while package paths ats
considered.

Kim et al. (1999)

Use derived schedule networlefaresent the time-space network of the problemtlae apply a networ
reduction method with a node consolidation approdgply column and row generation for solving
relaxation. Explicit column generation is appliedfind candidate aircraft route, while implicit cohn
generation is applied on package movement probléith a large gap in IP-LP solution after using lmtan

and-bound method, a heuristic solution approacapigied. To do so, they first solve the approxim

aircraft route network that can serve all demanth v@-D cutsets and satisfy the operational congsdgi

Later, with the resulting approximate air netwqrlickage routes can be solved to identify the paths.

Barnhart et al. (2002)

Develop a different solutagproach than Kim et al. (1999). Route generagioth shipment movemeft

no

A\

ate

subproblems are introduced. The route generatitpreblem is solved using branch-and-price-and4cut,

while branch-and-price is used to solve shipmenvenent subproblem. In Kim et al. (1999), ship
movement does not influence the decision at thderdevel. Therefore, a sequential approac
implemented by iterating between route and shipmamtement generation to allow shipment move
to affect route generation.
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Armacost et al. (2002

Theomposite variabldormulation is introduced, in which the variablepmesents the combination
aircraft routes and implicitly capture package foPackage flow variables are no longer presentg
separate decision variables. The resulting LP atlax gives stronger lower bounds in solving arretsd

version of express shipment service network design.

Df
da

Smilowitz et al. (2003

A two-stage solution approach is proposed. Applymmm generation and cutting plane method to firel
lower-bound solution for the LP relaxation. To obtapper-bound solution or a feasible integer soiy

several rounding approaches are described.
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Chapter 3

Problem Definitions

In this section, we first provide an overview okthurrent next day air shipment
delivery operations. The integration of hub sortoygeration to air network is then
demonstrated, in which a two-stage sorting opemasanainly focused. At a hub, the
detailed FIFO sorting process is presented, andesating effect of this operation
on the air network and package flows is descrihater in Chapter 5, the air network
design, hub sorting and pricing sub problems wéllificorporated at the new tactical

planning to optimize the total system cost.
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3.1 Problem Characteristics
3.1.1 Overview of Current Next-day Air Shipment Operation
Next-day shipment delivery is one of several shipimgervices provided by the
dominant package delivery companiédlith a service commitment in which
packages must be picked up and delivered withimaed time window in which a
carrier has enough time to provide such servicep@ated times to each service
center, e.g. a spoke airport, are defined, i&liest pickup time(EPT) andlatest
delivery time(LDT). EPT denotes the earliest time when an afta@an depart from
the origin service center, while LDT specifies thtest time at which packages can
be delivered to the destination service centemréi@.1 demonstrates the existing or
single-stage sorting operation. In Figure 3.1,radteiving from aground centewnia
trucks or small aircraft, packages are loaded @maaircraft at an airport service
center, which serves as entry and exit point okages to the air network. Then
aircraft can fly either directly to a hub sortingcility, or via a single intermediate
service center. After packages arrive at the hhby tare sorted and loaded onto
departing flights for the delivery servicBuring the sorting operation, all planes
remain at the hub and wait until “all” packages al@aded before departingit each
hub, thesort end timgSET) represents the latest time at which plaaesacrive from
pickup routes, and also denotes the earliest timenvplanes may depart on delivery
routes.

Early studies of the air express network desigrblera, including Barnhart
and Schneur (1996), Kim and Barnhart (1999), Kinale{(1999), Armacost (2002),

Barnhart et al. (2002), focus specifically on sexgtage operations.
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Ground Center <\C?D\>

O Airport: Gateway Location
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. Pickup Route
Delivery Route

Hub H

Figure 3.1: Existing next day air operation

3.1.2 Integration of Hub Operation and Air Routing: Concepts and
Contributions

Before demonstrating all the concepts and assunmgtio the proposed model, a
preliminary analysis can demonstrate the major sagings of the two-stage sorting
operation. The following discussion will mainly i€ on a distribution network with
two or more hubs, in which physical service cefdeations and demands may justify
additional hubs. Furthermore, examination of smaliworks will reveal principles
that apply to larger networks. In the proposed afpen, aircraft are allowed to depart

earlier than the SET so that they can meet thenskleob’s requirement (SET).

Let d* denote the demand of commodity,k DK, where an origin-
destination market pair defines each commoddyk anyl D(k ) define the origin
and destination of commoditly, respectively. Also leS and H be the set of service

centers and hubs, and assume the aircraft capatitgxceeds the demand of any
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airport i , which is ) d“<u’ on the pickup side o} d“<u’

kOK n{O(k)=i} kOK n{ D(k)=i}

on the delivery side. In thesorst-case scenariavhere only single leg flights are
allowed due to the limited time span between anyise center's EPT and hub’s
SET, we can determine the number of flight legs #aednumber of aircraft required
for both systems as follow.

In the current practice, i.e., single-stage sgraperation (without integrated
air express network design and hub sorting), asvsha Figures 3.2 and 3.4, the
worst-case number of flight legsL(,.,) and aircraft \_,.,) required can be
determined from equations (3.1) and (3.2), respelstilt is noted that the number of

flight legs, which comprises flight legs on the lpip and delivery sides, can simply

be determined from the number of hubi$ and the number of service centSs

Lewrene = The worst-case number of flight legs in curnarsictice

= |H ||q pickup + |H ”qdelivery = 2| H ”q (3 1)

N ...« = 1he worst-case number of aircraft used in curpeactice

= |gH] (3.2)

With the proposed model or two-stage sorting dp@rawhere integrated air
network with hub sorting operation is consideredta@wn in Figures 3.3 and 3.5, the
maximum number of flight legsl(,,,...) and the aircraft Nl ,,..s) required can be
determined from equations (3.3) and (3.4), respelsti Assume that in the two-stage
sorting operation each service center is servediibyraft connected to its hub’s

territory, which is defined as the set of serviemters having demand going to or
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from the hub. Therefore, the number of flight legsnprises both flight legs between

service centers and hubs, and flight legs betweés.h
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|->Departure flights can start only after SET

»
»

Y/

Figure 3.2: Worst-case scenario for the current number of flighs
(without integrated hub sorting operation)

Figure 3.3: Worst-case scenario for the proposed number ditfliegs
(with integrated hub sorting operation)
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Figure 3.4: Worst-case scenario for the current number of a@ircequired
(without integrated hub sorting operation)

o

Figure 3.5: Worst-case scenario for the proposed number afadinequired
(with integrated hub sorting operation)

36



The first component can simply be determined by ribenber of service centers
served on pickup and delivery sides. In the secoochponent, the number of
interhub flight legs depends on the aircraft loactdr, o, defined by the actual load
as a percentage of the aircraft capacity. To siynfiie explanation, consider the two-
hub network with equally sized hub territories, aabicraft transporting their

shipments from the east hub to the wekt,—~ W, and vice versa. Under an
assumption that aircraft capacity is greater thay service center's demand, the

upper bound aircraft load factor for interhub fligs 1.

Lpr0posed: H pickup + Hdenvery + Ir'o—IEﬂW|qdeIivery,E W + IV'O—LNa E |S|de|ivery,w ~E
= |S| pickup + |3delivery + |qdelivery,EaW + |qdelivery,wa E
= |q pickup + |qdelivery + |3delivery = qq (33)

N proposed: |q pickup = |3delivery = |q (34)

The results in equations (3.1) — (3.4) indicate plogential savings in the
number of aircraft and flight legs required withetliwo-stage sorting operation.
Clearly, the proposed aircraft route structure ease the utilization of aircraft by
flying on pickup, interhub and delivery routes, whéhere is enough time. In
addition, the aircraft load factorp, is one of the core elements in reducing the
number of flight legs, as shown in equation 3.3.€efftciently manage the interhub
aircraft load factor in such a limited time frama hext day delivery, an aircraft
dispatch time must be carefully selected so thatiaraft's capacity is optimally
utilized while meeting the second hub’s SET. Themeéngs are very unlikely unless

hub sorting and air network design are efficiemtggrated.
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However, with a limited time span, the drawbackshig proposed model are
the increase in hub sorting time and/or sorting,rgtven that the level-of-service at
each service center remains unchanged (fixed EETLBT). To make the proposed
operation feasible at the first sorting process,tthb sort start time (SST) must be set
earlier so that, when sorted packages are avajlablaircraft can depart and meet the
sort end time for the second sorting process. 3itgjlthe hub sort end time (SET)
should be extended so that all interhub flights aemve on time and their carried
packages can be sorted. Even if hub sorting haer®xended, a two-stage sorting
operation might be impossible if the sorting rateach hub is low. Consequently, the
sorting rate may have to increase to speed up ti@ewoperation. In addition, the
size of sorting facility may have to increase st @il unloaded packages can be held.

Note that the two-stage sorting operation is apple only to the multiple-
hub network. The integrated hub sorting operatihmwever, could benefit the single-
hub network. In a case where a service center'saddnexceeds the assigned
aircraft’'s capacity, two or more flights must sethat particular service center. The
first aircraft, whose capacity is completely utldz can depart before SET. This could
reduce the departure congestion when takeoff cgpeciimited. Departing earlier
than SET can be considered for any delivery rootesarving as the last flight to its

service center.

38



3.2 Hub Sorting Subproblem

To properly incorporate hub sorting operation waih express network design, the

hub sorting subproblem must be described, in whicderlying concepts and

assumptions are stated. The discussions mainlysfacu the multi-hub network,

where the integration benefits single-hub operatiben having more than one flight

serving any single service center, as stated itose8.1.

Concepts:

1.

In the current practice of next day delivery segyionce all inbound planes
unload their packages at a hub, they will wait luali packages are sorted
before beginning their delivery routes. With th@prsed two-stage sorting
operation, some aircraft that will transport sopagkages among hubs for the
second sorting process may depart before the S&Tdentify the appropriate

dispatch time for those interhub flights, the imi@tion about sorted package

ODs is essential for identifying when there areugjioloads to be carried.

. From Concept 1, at the first hub sorting, packageg need to arrive earlier,

and be consolidated with other packages havingstme secondary hub
sorting location. As a result, interhub flights cdepart earlier, thus making
the two-stage sorting process more feasible, esibpeni a limited time frame.
Within the hub sorting process, the destinationsarted packages and the
time when they are ready to be flown away is imgatrt To properly estimate
that information, when packages are sorted is rieddethis study, we model
the hub sorting process BH#O inventory sorting modgJFirst in, First out -

packages arriving earlier are sorted first), asshim Figure 3.6.
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Arrival/sorting packages
(Limited size of inventory)
Waiting arrival packages

Sorted packages
(Unlimited size of inventory)

—>
P— ——

s (&)

Fa

Sorted package container

Size of hub sorting location

(Limited size of inventoryl,™)

Figure 3.6: Arrival/sorting and sorted packages in FIFO sorpingcess at hub

location

4. To reflect the expected higher hub sorting rate stodage size for the two-

stage sorting operation, we model the hub sortingehas a FIFO inventory

model, which follows the concepts of general ineeynimodel (GIP) in supply

chain management. At hub, the hub sorting ratee() is comparable to a

constant demand rate that reduces the inventog}, letile arrival packages

at hub are treated as inventory fulfillment in Gli® addition, the hub storage

(1,%) or the maximum number of unsorted package irhtiiecan be viewed

as the maximum inventory in GIP. Figure 3.7 demmass the FIFO

inventory sorting model, wheraﬁ(tm) denotes the number of packages of

commodityk that arrives to be sorted at htibat timet, . Also note that the

unused sorting period is analogous to stock-outon in GIP.
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Unused sorting period

»

| max
h

v

i i i ‘At
SSThy=t, t ., t. t. t SET(h)

y
v

Figure 3.7: Inventory sorting model for hub sorting process

5. To reuse an aircraft from the pickup route afteuntoads its packages, the
aircraft can be utilized to serve an interhub routeen needed. Clearly, this

will increase aircraft utilization, thus reducirfgetnumber of aircraft required.

However, given a hub storage ) and the current number of packages

waiting to be sortedI( ), an aircraft cannot be reutilized before it ucleall

t
N

its packages. That is, the total number of packagesed exceeds$,™ —
Therefore, that particular aircraft must be heldilununloads its packages. In
Figure 3.8, aircraft No. 5 must wait until the nextd time for unloading,

while in Figure 3.9, all arrival aircraft can untbdaheir packages without

waiting. Let X(h(t,) - h,(t,)) represent the total number of packages
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leaving from hubh, at timet,, and arriving at hulh, at timet,. Figure 3.10

(a) illustrates the inventory sorting profile rasuj from the example in
Figure 3.9. In addition, Figure 3.10 (b) shows smeted package inventory

(P(h)) and how the information is used to identify theeraft dispatch time,
as stated in Concept 1. It is noted that+ A, + A, represents the number of

sorted packages durin§ET(h,) andt,.
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SSTh)

Figure 3.8: One arrival aircraft waits until the next grid tirreeunload packages

e

v

SSTh)

Figure 3.9: All aircraft unload packages immediately after\amy
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Figure 3.10:Using knowledge of sorted package ODs to identifaiacraft dispatch
time
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6. The integration of hub sorting operation with a@twiork design should be
able to identify the best operation to maximize theerall efficiency of
package delivery system. For example, in Figurel8t&is assume that flights
4 and 5 are served by different aircraft typesdt I5 optimal to operate the
interhub flight departing on the next grid time sing the same aircraft type

as flight 5, then flight 5 should unload its packadirst and flight 4 should be
held until the next grid time. It is notable th&f™ does not affect the

unloading sequence of flights 2 and 3, althoughtie flights are served by
different aircraft types. In addition, if flight Barries more packages than
flight 4 for the second sorting process, then tlighmight be favored to
unload first (using knowledge of package ODs on #neval aircraft to
identify which aircraft should unload first)

7. To further optimize the system performance, we khoansider not only the
integration within each individual hub but also twordination among hubs.
With the coordination of sorting operations amongpg) expected hub sorting
inventory levels are shown in Figure 3.11. In FegBrll, the latest outbound

interhub flights at hubs, and h,, depart att, andt,, respectively. Given a

hub’s territory and FIFO sorting process, the hinbudd first sort all packages
from its hub territory (all incoming pickup routesgfore the ones that do not

belong to itself (the interhub flights.) For exampin Figure 3.11 at hub,,
all packages arriving aftet;, (sincet.) will be sorted and delivered only to

hub h,’s territory. Therefore, at each hub, the integtadperation should be
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able to schedule all the interhub routes arriviftgrapickup routes (service
center to hub routes) so that the pickup packagedirst sorted to identify

whether they must be transported to the seconddry. h

I (hy) 1(h,)

v

X xh) -he) | F 0
X(hl(tb) - hz(tf))
X(h, (1)~ h(L))

S0 SET(h) SSTh,) SET(h,)

Figure 3.11:Coordination between hub sorting operations andoaite design

Assumptions:

1. In this study, the SST and SET associated with éathare fixed and given,

while 1 and e, are considered as the designed elements.

2. At each hubh, all arrival packages will be sorted in a FIFOgass. Given a

hub sorting rateg, , the expected sorted time of the prospective Satroval
packages, E[T(e, )] can simply be determined from equation 3.5, as
illustrated in Figure 3.12.

I rt1m + k%:( Xﬁ(tm)
E[T(g)] = ——*— (35)
h
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1(h)

A

lim
l h

v

E[T(e,)]

Figure 3.12:Expected sorting end time

3. Given SST and SET for each hiih the sorting time interval is divided into

equal time interval{At Yor modeling purposes. All the arrival or depagtur
flights will therefore be assigned to the next esagrid time. Let the set of
grid time for hubh is defined as:
G(h) ={SST=t,,t,.t,,....t;,....SET}

4. After an aircraft unloads its packages, it willdailable to fly on the delivery
or interhub route at the next grid time.

5. The capacity of all aircraft typd, f OF is considerably less than the hub

sorting inventoryu’ << I[™, 0f OF,0hOH
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Chapter 4

Network Representations

Time and space are essential elements for mangpwatation-related scheduling
problems. These problems are modeled by havingi@space structure, with nodes
representing time and space, and arcs represemiivgment in time and possibly
space. Specifically to our models, each node irtithe-space network corresponds to
the origin or destination of an aircraft and a gk movement at some point in time,
and each arc represents the movement at a parttouka of an aircraft or a package.
Furthermore, to properly integrate the hub sortimadel with the conventional time-
space network, the way packages are sorted over &tma hub should also be
modeled in the same time-space structure. In thidys the time-space network can

be categorized into three parts, as follows:
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1. Hub Sorting Network (HSN)
2. Aircraft Route Network (ARN) and

3. Package Movement Network (PMN).

4.1 Hub Sorting Network (HSN)

To model the HSN having the FIFO sorting proceks, ¢donventional time-space

network is applied where its nodes correspond e tand sorting sequence, while
arcs represent the movement of packages over thesdring sequence. Figure 4.1
represents the HSN that can perform the FIFO gppimcess as described in section

3.2. For hubh, the HSN consists of the following components:
1. The number of sorting time frame|§$h|, is the time instances in which
aircraft can arrive or depart for the sorting systef hubh. G, is the set of

sorting time frame of hullh. The first and last elements &, are SST and

SET, respectively, where:

G, ={SSTSST+At, SST+24t,..., SST+ (G, | - 2)at, SET}
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Figure 4.1: HSN representation for huifp
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Figure 4.2: Package flow in FIFO HSN
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2. The hub sorting rateg, , is the hourly capacity for sorting arrival packagin

Figure 4.1, because we model the hub sorting n&ta®ia set of node-arc, the

hub sorting rate can be viewed as the arc capdgityen a time intervalAt,
where At =(SET-SST)/(G,|-1) and |G,|-1 represents the number of
sorting arcs, the sorting capacity per arcej@t. It is noted that in the
capacitated network design problem the sorting agpan each arc,e At,
can be viewed as an upper bound flow on that arc.

3. The hub storage sizes, or I, is the size of hub sorting facility that can

hold all the unloaded packages in the sorting gueuany given grid time

interval. It is noted that, from Figure 4.1, théatoaumber of packages waiting

to be sorted in any given time interv@dl- At,t must be less thah™, i.e.,
|2 < 1™ OtOG, \ {SST,SET} .
4. A set of horizontal and vertical package flow cohtindicators,{1, } and

{1}, are used to control package sorting sequenct®iRiSN, as shown in

Figure 4.2. Those indicators, using binary varigplenforce the arrival

packages to be sorted in a FIFO process. For exanmpFigure 4.2, at time

t,, all packages arriving at a hub at tirge( X. ;,) cannot enter the sorting

process right away, because some packages armefwe t; ( which is

X. iy 1N this case) are still unsorted. However, someXof, , can enter the

sorting process at timg, since X, ., has been completely sorted and left
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some room forX. ., to be sorted3e,At - X. ., =2 0 Similarly, at timet;,

X. he,y Must wait untilX, ., are completely sorted.

4.2 Aircraft Route Network (ARN)
In this study, the aircraft route network can béegarized into three groups, as

follows:
1. Set of pickup routesK;),
2. Set of delivery routesR;, ), and
3. Set of interhub routesR, ).
In the single-stage model, onRy, and R, are considered, while all three sets

of aircraft routes are included in the two-stagedeloTo construct the ARN with a
time-space structure, associated times and phyications of the service centers
and hubs are needed. Recalling the discussionctiose3.1, each service center is
associated with an earliest pickup time (EPT), ahatest delivery time (LDT), while

a sort start time (SST) and a sort end time (SEF ransidered at each hub location.

In the following subsections, we follow Kim et §1.999) in constructing the

ARN of R!, R} and R/ for each aircraft typef , f OF .

4.2.1 Single-Stage Sorting ARN
In the single-stage sorting model, packages arnedanly once at one hub before

delivered to their destinations. To ensure thapattkages are sorted before starting
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delivery routes, all the flights can depart onljeatthe hub’'s SET. Therefore, these

characteristics guide the construction of the gic&nd delivery routes as follows:

4.2.1.1 Pickup Routes/Delivery Routes (ARN-P/D)
To generate the set of feasible pickup routes gtteof delivery routes can be built
similarly) for each aircraft typef, f JF , the network representation is constructed

with three types of nodes: gateway nodes, interatednodes, and hub nodes. A
gateway node represents the first (last) stop pickup (delivery) route, while a hub
node is the last (first) stop on a pickup (deliyergute. To demonstrate the travel
patterns of aircraft making stops before arrivimgaahub on pickupoutes or after
departing from a hub on delivery routes, intermediredes are introduced. It is noted
that, for each aircraft typé on pickup (delivery) routes, the number of nodethe

representation network consists of:

« The number of gateway nodes;

e The number of intermediate nodéﬁ:2 +|9H|, and
* The number of hub node¥:, . {G.|-1

S and H denote the set of service centers and hubs, resggc G,
represents the set of grid time at hmbFigure 4.3 provides an example of network
representation oR! , where hub nodes on the pickup side are usedtesrdige the

arrive time at the hub.
For pickup routes, arcs connecting each node ingpsentation network are

linked when it is a feasible pickup route, i.eyt® — j - h is feasible if:
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MaxX{EPT(i) + tyouqn, + TravelTimei - j), EPT(j))+ toung +

loading loading

TravelTime(j - h) +t, 0000 < th
Oi, jOs,0Ot 0G,\ {SET}, ChOH (4.1)
For delivery routes, arcs will be connected forteolh - j — i when

equation (4.2) holds.

ty +toaang + TravelTime(h — ) +t,,,,q + TravelTime(j - i) +t,,,.4 < LDT(i)
Oi, jOS,0Ot, 0G, n{SET}, ChOH (4.2)
Gateway Intermediate Hub
Nodes Nodes Nodes
4 N N\ ' —~ ) ' - ™

o Hub Nodt¢

Figure 4.3: Network representation dr!
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4.2.2 Two-Stage Sorting ARN

In the proposed operation, each package will beeddwice at two distinct hubs if its
origin and destination are located on differentdiaérritory. Still, some packages are
sorted only once when their origins and destinatienin the same hub’s territory. It
is noted that a hub’s territory is defined as teed service centers having demand
going to or from the hub.

The characteristics of both pickup and delivemytes in this case are the same
as those of a single-stage operation. To perfoersttond sorting process, interhub
routes are needed to transport packages to the lmihs. With a limited time frame
for next day delivery servicesomeinterhub routes are allowed to depart from the
first hub before the hub’s SERAccordingly, each of the first and last stopsaof
interhub route not only includes the hub locatiou, also the arrival/departure time.

From the above discussion, the pickup, deliverg emerhub routes can be

generated as follows:

4.2.2.1 Pickup Routes/Delivery Routes (ARN-P/D)

Since its characteristics are the same as thanglessorting operation, pickup and
delivery arcs connecting each node can be linkénguke criteria (4.1) and (4.2),

respectively.
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4.2.2.2 Interhub Routes (ARN-I)
Similarly, for each aircraft type , the set of interhub routes can be constructed by

using the set of sorting grid time of both origimdadestination hubs, denoted the set
of origin hub nodes and destination hub nodes,ecsfely. The set of origin hub
nodes, for each huh, are all the sorting grid time of hub except for its SST; that

is G,\ {SST}. For the destination hub nodes, for each hylihis set consists of all
the sorting time of huth except for its SET; that i&,\ {SET .}Again, it is noted
that the total number of nodes in the network regméation for interhub routes is
2y ﬂGh| ~1}. Figure 4.4 illustrates the network representetibR,’ .

Each arc that connects nodes in the interhub n&tvepresentation is linked

when there is a feasible route departing from origib h, at sorting grid timet,
that can arrive at the destination htip,at timet, , as follows:

t, +t +TravelTimgh, - hy) +t

loading unloading < thd

Ot, 0G, \{SST, [, 0G, \{SET}, Uh,,hy OH,h, #h, (4.3)
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Origin Hub Destination
Node Hub Node

o Origin Hub Node e Destination Hub Node

Figure 4.4: Network representation dr/

4.3 Package Movement Network (PMN)
The PMN can be generated differently in the sirgjégge versus the two-stage model.

Both are constructed by merging the HSN with ARN déach aircraft type, where

ARN-I is considered only in the two-stage sortingdal. Let ARN?, ARN? and
ARN; be the aircraft route network for pickup, deliveagid interhub routes for
aircraft type f respectively, anddSN, denote the HSN for hub.

In the single-stage model, we merd®N’,0f OF into a singleARN" by

mapping the same gateway ndded S into a single gateway nodein ARN®. In

addition, the same hub nodes in eadRN,0f OF are merged into a single hub

node. The procedures are similarly applied to &i@N°. Then, we combine the

resulting ARN" and ARN® with HSN,,0h[DJH by merging at the same hub node.
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It is noted that a hub node represents both hudtimt and the associated grid time.
A hub node fromARN’ is merged with a hub node iHSN, on the pickup side,
while a hub node fromARN® is combined withHSN, on the delivery side.
Therefore, the PMN in the single-stage sorting rhada be constructed by merging
ARNF, HSN,,0hOOH , and ARN", as shown in equation 4.4. Figure 4.5 illustrates
single-stage-sorting PMN.
PMN in single-stage sorting model:
ARN® - HSN,,0OhOH - ARNP° (4.4)
For the two-stage model eat#SN, is listed twice, for the first and second
sorting process, wherddRN” merges with the firstHSN,,0hOH , and ARN®
merges with the secondHSN,,0hOH . To link between the first and second

HSN,,OhOH, ARN' is needed. To construcARN', we merge ARN:,0f OF

into a single ARN' when having the same origin and destination hutlesoThe

resulting ARN' is then mapped with the firsgdSN,,0h0H when the origin hub

node in ARN' is the same as a hub node on the delivery sidala8iy, a destination
hub node of ARN' is mapped with a hub node on the origin side ef skcond
HSN,,0h0OH . Therefore, the PMN of the two-stage sorting nhodan be
constructed as in equation 4.5. Figure 4.6 showsxample of two-stage-sorting

PMN.

PMN in two-stage sorting model:

ARN® _ (HSN,,0hOH), - ARN - (HSN,OhOH),, — ARN®  (4.5)
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Figure 4.5: Example of single-stage-sorting PMN

Figure 4.6: Example of two-stage-sorting PMN
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Chapter 5

NH Models

The objective is to minimize total system cost whskerving all the shipments from
their origins to their destinations within the seevcommitments. The total operating
cost includes aircraft operating cost and hub msgritost. Based on problem’s
characteristics, it is modeled asn@ixed integer multicommodity flow (MIMCF)
problem where an origin-destination market pair defineshecommodity.
To evaluate system performance for the air netvaasign with hub sorting

(NH), four types of decision variables are includethe model. These are:

1. Aircraft route variables

2. Package flow variables

3. Hub sorting capacities
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4. Hub storage sizes

5.1 NH Operational Constraints

To serve all demands within a short time window f@xt day delivery, all the
decision variables must comply with several operati requirements, including
feasible movement of packages and aircraft, fleatarice, fleet size, hub
landing/take-off capacity, hub sorting capacity,bhstorage capacity, and FIFO

sorting process at each hub. These are detailesvbel

5.1.1 Fleet Balance at Service Center

For each fleetf OF, these constraints force the number of aircraftea®s into and

out of a service center to be equal:

By =0 0i0s,0f OF (5.1)
roR'

where

S = The set of service centers

F = The set of fleet typed, O F

R’ = The set of aircraft routes for fleét

1 if i 0 SCisthestartnodeof router

s =< -1 if i O SCis theendnodeof router
0 otherwise
A = The number of flights of fleet tygfe traveling on route
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5.1.2 Fleet Balance at Hub

To balance each fleet typé (0F at a hub where the sequences of arrival and

departure flight are critical, the fleet balancoancept from section 5.1.1 is modified
to be compatible with HSN instead of treating a hska single node. For each fleet

type f OF at hubh, first, the total number of inbound and outboulights must be
equal, as in section 5.1.1. Second, at any hubragpatime t_ > SST, the total

number of flights departing no later thap, Ot,t <t , must not exceed the total

m?

number of flights arriving earlierfJt,t <t —At. Let L), and L}, denote the set

of arrival and departure aircraft at hiib at time t, respectively. In a single-stage
operation, where only pickup and delivery routes eonsidered, the fleet balance

constraints at a hub are:

tn t, At
Z Zyrf < Z Zyrf Ot, >SSTUhOH,Of OF (5.2)
t=SSTALIORI Nl t=SSTrORS n Ly

For two-stage sorting, since each interhub fligapatts from one hub and
arrives at another, the interhub aircraft routeéaldes can be treated as the delivery

and pickup routes; this results in:

tm tn—AOt
> PR y, Ot,, > SSTOhOH,Of OF (5.3)
t=SST+At ri{ RY OR }n L, I=SSTrD{RFf, OR/ [ Ly

For example, in Figure 5.2, assume that, for aqaatr aircraft type in a hub
sorting network, there are 3, 4 and 2 aircraftvarg at a hub at different times.
Assume that there are 2, 3 and 4 aircraft depaftmmm the hub, respectively. The
corresponding fleet balance at hub constraints are:

@SST+ At: 2<3
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@ SST+ 2At : 2<3+4

@ SST+ 3At: 2+3<3+4
@ SST+4At: 2+3<3+4+2
@ SET: 2+3+4<3+4+2

Figure 5.1: Example of fleet balancing in HSN

5.1.3 Fleet Size
For any type of aircraft, the number of aircrafedshould not exceed the availability
of that aircraft type. To restrict the total airftrased, given the NH characteristics

that all aircraft must start the shipment operatiotih a pickup route and end with a
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delivery route, we can limit the number of pickupdelivery routes for each fleet

type f OF to be less tham', the available fleet size of . These constraints are:

Yy sntor Yy <n Of OF (5.4)
rI]RFf> rDRé

5.1.4 Hub Landing Capacity

At any hub, the number of aircraft that can landmninterval of time is limited by the

landing capacity. LeiL‘A(h) denote the set of arrival aircraft at hbbat timet, and

a; be the maximum number of aircraft that can lantuit h during the timet — At

andt. It is noted that the landing capacity should iseffeven before the SST, i.e.,
{Gh}0 < SST. Then, the hub landing capacity constraints carepeesented as

t

m tm
> vy, < Da Ot,, < SET,0hOH (5.5)
t=ty fOF rD(RFf,DR,f Ly —t=SSTAL
where
t, = First grid time inG,

5.1.5 Hub Take-off Capacity

Similarly, each hub has a take-off capacity thaiité the number of aircraft that can

take-off in an interval of time. Let,,, denote the set of departure aircraft at fub

at time t, and b; be the maximum number of aircraft that can takeavfhub h

during the timet —At andt. Then, the hub take-off capacity constraints are

i )Y Yy Sihﬁ [t, >SSTOhOH (5.6)

tn FOFrO(ROOR Ly 8
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where:

T = Last grid time inG,

5.1.6 Hub Sorting Capacity

To model the HSN hub sorting capacity constraing information on when each
package is sorted is very important, especially determining the hub sorting
capacity. Importantly, the hub sorting capacitymsedeled as one of the decision
variables in this study. In each HSN, the maximuamher of packages passing
through each sorting arc will determine the uppeunra of that hub’s sorting

capacity. In this study, each package flow pathtaias information not only on

airport/hub locations it visits, but also on whém tpackage arrives at the hub and

when it is sorted. Leﬂf:_m’tm) be the set of package paths that is sorted athhub

during time(t,, —At,t, )} ande, be sorting capacity per hour of htab Then, the hub

sorting capacity constraints are:

DD yexs —eAt<0 Ot 0G,\{SST, OhOH (5.7)
kOK pOP(k)

where

K = Set of package commoditids[1K

P(k) = Set of package routes of commodkty p [ P(k)

x'; = Number of packages of commodikyon pathp.

b= 1 if pO{R{",, , N P(K)}
kP 0 otherwise

66



5.1.7 Hub Storage Capacity
During any time interval when packages are waitatga hub to be sorted, these

packages determine that hub’s storage requirenierdur model, the hub storage
capacity is also considered as one of the deciswiables. LetF}fr;"_m,tm) represents
the set of package paths waiting to be sorted btthuluring time (t,, — At,t, ) and

S, be storage capacity (in packages) of Hub Then, the hub storage capacity
constraints are:

D ekl -5, <0 Ot 0G,\{SST,SET}, Ch(OH (5.8)

KOK paP(k)

where

s 1 if pO{R:" ., n P(K)}
kP 0 otherwise

5.1.8 FIFO Package Movement in HSN
Given HSN'’s configuration, which contains a setwoécted arcs to handle the FIFO
sorting process, packages moving on the verticals aat any grid time

t, 0G,\ {SST will enter a sorting channel at that time. Whiftetbe horizontal arcs,

packages are moving to be sorted at a later gnte.tiThat is, at any time

t, 0G,\{SST, if some packages arriving at tinte G, \ {SET gre left to be
sorted later at,, +At, no packages arriving durin@,,t,, Will be sorted durind,,.
Conversely, if no packages arriving at timyeé1G, \ {SET are left to be processed at
grid time t_ +At, all packages arriving durin@_,t,, dan then be sorted, but again

based on FIFO.
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Let V" pe the set of package paths at lulrriving during(t,,t. ]that
are sorted at_, andU =" represent the set of package paths atfalriving att,

but left to be sorted after tintg, .
Let
Vil (x) ={x | x5 > 0, x5 OV, Ok OK,OpOP(k)} and
U (x) ={x5 | x5 >0,x5 OU*", Ok OK,OpOP(K)},
then
1. 1f V&=*"I(x) is a non empty set, thah(**(x must be an empty set.
2. If U™ (%) is a non empty set, than™"'(x must be an empty set.
To model both sets of package flows according eoahove two conditions,
we introduce binary decision variables to represeatindicators of those sets. Then,
the FIFO package movement constraints are:
IV, (] + U= (x)] <1

Ot, 0G,\ {SET}, Ot 0G,\ {SST, OhOH (5.9)

33 P )X - MITV = ()] < O

KOK paP(k)

Ot, 0G,\ {SET}, Ot 0G,\ {SST, OhOH (5.10)

3OS At t)XE = MI[US™ (x)] < 0

kOK paP(k)
Ot, DG\ {SET}, Ot,, G, \ {SST, OhOH (5.11)
where
H (ta tm] £
VG0 = 1 ifV, .(x) 0
0 otherwise
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1 if U (x) 20

I[U ) (x
Uy (3] 0 otherwise

1 k (tavtm]
if x; OV,

1
v,h

(Lt ]
Voi(tast) 0 otherwise

1 if x5 Ou e
0 otherwise

yartaty) = {

M = Very large flow value, sufficient to cover abbgsible flow amounts

in the system.

5.2 Cost Components
In this study, the system operating costs can &gsiled into two groups, the aircraft
operating cost and hub operation cost. The airapédtrrating cost consists of aircraft
takeoff/landing cost (aircraft cycle cost), asstemiafuel cost of travel, crew cost and
maintenance cost. For analyzing system performtordeng term strategic planning,
aircraft ownership cost is included so that airicnaifik can be optimized.

For hub operating cost, sorting and storage capacé treated as decision
variables, where given unit cost per package spaapacity and per package storage

capacity are introduced.

5.3 NH Model Formulations

We formulate the NH problem as a path-based forimmaas described in Ahuja et
al. (1993), Kim and Barnhart (1999), and Kim et(4P99). It is noted that the node-
arc formulation is prohibitively large for the nuerbof variables, even on a small

problem.
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To minimize the total system cost, the objectiviection is classified into two
parts: aircraft operating cost and hub operatirgj.cthe resulting single-stage sorting

formulation is:

min > > ¢’y +> cre, + D ¢S, (5.12.1)
fOF rOR? hOH hOH

Subject to:

D xy =d* Ok OK (5.12.2)
paP(k)
D >abxs=> >3y <0 DadA,eo (5.12.3)
kOK pOP(k) fOFrOR'

> By =0 0i0s,0f OF (5.12.4)
roORf

tm t—At

DDy => Dyl<0 Ot,0G\{SST, 0hOH,Of OF (5.12.5)

t=SSTAt IR nlLb,,y  t=SSTrORI n Ly,

2.y sn' Of OF (5.12.6)
rI]RFf>
i tm
> y, < Da Ot,, < SET,0hOH (5.12.7)
t=ty FOF ro(REORT Iy t=SSTHAL
T T
» y, <>b Ot, >SSTOhOH (5.12.8)
tn (OFrO(ROOR bt
> > yext —eAt<0 Ot 0G,\{SST, OhOH (5.12.9)
kOK pOP(k)

VepXs =S, <0 Ot, 0G,\ {SST,SET}, DhOH (5.12.10)
KOK paP(K)

|Vl (3] + 1[U 8 (x)] <1

Ot, 0G,\ {SET, Ot 0G,\ {SST, OhOH (5.12.11)
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33 P, )X - MITV = ()] < O

KOK paP(k)

Ot, 0G,\ {SET, Ot 0G,\ {SST, OhOH (5.12.12)

S Pt t)XE = MIUS™ (x)] < 0

kOK paP (k)

Ot, G\ {SET}, Ot 0G,\ {SST, ChOH (5.12.13)
x5 20 OpOP(k),k OK (5.12.14)
e 20 OhOH (5.12.15)
s, 20 OhOH (5.12.16)
y' 0z, OrOR",Of OF (5.12.17)

For the two-stage sorting formulation, since thierihub flights are included,
equations (5.12.3) and (5.12.5) are changed totemsa(5.12.18) and (5.12.19),

respectively:

D> alxs=> > o uly! <0 DalA,_ o (5.12.18)

kOK pOP (k) fOF rOR'

tm t =t
22 s D

t=SSTHALIT(RY OR }nLby  t=SSTrO{R! OR b Ly

Ot 0G,\{SST, OhOH,0f OF  (5.12.19)

The objective function (5.12.1) minimizes the tatgstem cost including the
cost of transportation and hub operation.

Constraint set (5.12.2) states that for each codimok,k 0K, the total
package flows from all the paths equal the totahaed. The flow of packages over

any arc cannot exceed the arc capacity expressecbistraint sets (5.12.3) and
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(5.12.18). It is noted that, for single-stage opiera the set of arcs in constraint set
(5.12.3) contain arcs from the aircraft pickup eouetwork (ARNP) and aircraft
delivery route network ARNP )For two-stage operation, the set of arcs in cairgt

set (5.12.18) include all aircraft route networks.

Constraint set (5.12.4) describes the fleet bat@ncservice centers,
constraints (5.12.5) and (5.12.19) impose the fiedancing at hubs, and constraint
set (5.12.6) limits the fleet size. The hub landamgl take-off capacity constraints are
described in equations (5.12.7) and (5.12.8), cspy.

For the HSN, constraint set (5.12.9) ensures tti@total packages sorted in
each sorting channel do not exceed the sortingctigpas stated in section 5.1.6.
Similarly, constraint set (5.12.10) limits the hstorage capacity, as described in
section 5.1.7. Constraint sets (5.12.11) - (5.12id®ose the flow in FIFO sorting
process, as discussed in section 5.1.8. Conssaint5.12.12) provides an unlimited
arc capacity if a vertical arc is selected, whilmikarly, constraint set (5.12.13)
specifies an unbounded capacity if a horizontaiaohosen.

Constraint sets (5.12.14 — 5.12.16) specify thenbeuof the decision
variables, and constraint set (5.12.17) ensures irthegrality of aircraft route

variables.
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Chapter 6
NH Solution Approach — Column

Generation

In this section, a column generation approach fath lsingle-stage and two-stage
sorting operations will be described. Section 6refly explains the solution
procedures starting from initializing and verifyimgput data until obtaining the IP
solution. In section 6.2, after having generatesisgale aircraft routes, we present the
procedure for identifying whether there exists @ahpeonnecting each commodity
from its origin to its destination. After the febgity of all package movements is

verified, the initial network constructed by dummaycraft routes is described in
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section 6.3. A column generation approach is thestidbed specifically for the NH

in section 6.4.

6.1 Solution Procedures

Given the input data, the solution procedures dtarh generating feasible aircraft
routes using information such as aircraft speechtion of service centers and hubs,
the associated times at service centers (EPTs Bfig)Land hubs (SSTs and SETS),
and the available arrival/departure times at thksh\fter enumerating all aircraft
routes, the package movement connectivity procedane performed to check
whether, for each commoditly, there exists at least one package flow path fitem
origin to its destination. This feasibility checkopedure will be described in section
6.3.

To find the LP relaxation solution of the NH, tim@tial service network
configuration is constructed using dummy aircrafites and the associated package
flow path variables. Since cost of each dummy aftcroute is high, such routes
should not be included in the final optimal solatid@his initialization process is
described in section 6.4.

To maintain the same LP problem structure overstblation processes, all
constraints in NH must at least contain one vaeiali there exists any constraint
having no variables, as is true here of the buwdkestraint in (5.12.3), the search
algorithm for package flow path associated to tpatticular constraint must be
applied. The completed LP problem structure wilerthbe used as the starting

restricted master problem (RMP) for NH.
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During the solution processes, the column germratapproach is
implemented to price out the nonbasic variablesdentify the potential variables,
including both aircraft routes and package flowhpatas entering variables to the

RMP. The column generation approach is describegation 6.4.

Start

Generate feasible aircraft
routes

v

Check package movement
network connectivity

v

Generate infeasible aircraft
routes for starting RMP model

v

Include all infeasible aircraft
routes and their associated
package flow variables into
LP model

v

Identify constraints having no
variable and add variable

A

Find promising variables by
Column Generation Approach

A

Solve by B&B to obtain IP
solution

End

Figure 6.1: Solution procedure
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6.2 Package Movement Connectivity (PMC)

As stated in section 6.1, if there is no feasildéhgdor moving any commodity over
the ARNS, the solution procedure should not proca®g further. Before comparing
the system performance of single-stage and twaestqugrations, some procedures
should verify such infeasibility of the input daince network structures for single-
stage and two-stage operation are different, timmectivity check of each system is
separately described.

For each commoditk, let H__ (k) be the set of approachable hubs and the

app
associated grid times. For example in single-s&@éng operation, commoditi
can be transported with the available aircraft @sufin this case via pickup routes

ARN, ) to h andh,, with associated earliest arrival timgsandt,, respectively.

Therefore,H,,,(k )is {[h,t,],[h,,t,]} . To connectH,, (k )to its destination, there

app

should be at least one aircraft route departinmfeohub inH___(k )after the earliest

app

arrival time. The algorithms are summarized in Fegu6.2 and 6.3.
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Begin
For eachk OO K
Construct a set of approachable hubs and associaged

H pp(K) ={{h, mint]} via ARN® from O(K)

If none existy, [0 ARNP departing from H .pp(K) to D(K) then
Terminate the procedure: NH is infeasible.
End if
Next k
End

times,

Figure 6.2: PMC for single-stage operation

Begin
For eachk K
Construct a set of approachable hubs and associaged
H app (K) ={[ h, mint]} via ARN? from O(k)
Construct a set of approachable hubs and associaged

H aooz () ={[h,mint]} via ARN' from H,.,0) (K)

If none existy, [0 ARNP departing from H appz) (K) to D(K) then
Terminate the procedure: NH is infeasible.
End if
Next k
End

times,

times,

Figure 6.3: PMC for two-stage operation

6.3 Initial Aircraft Route Generation Procedure

The RMP must first consist of a feasible networkfobe applying solution

improvement. However, finding a starting feasib&twork might be as difficult as

obtaining the optimal solution. In this study, wansider the dummy aircraft routes to

form an initial aircraft route network for the folWing reasons:

1. It is easy to generate the dummy routes withoutsicteming the actual

properties of the NH. In addition, to complete RMP problem structure,

dummy aircraft routes can be heuristically desigteefill any constraints that

do not contain at least one variable.
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2. It is difficult to generate the feasible aircraftute network, and if we can,
some of these aircraft routes might not be patheffinal IP solution. When
having these unnecessary variables, especialhelf are integer variables, it
is more difficult or time-consuming to obtain thptional IP solution during
the B&B. Therefore, despite including several dumaigraft routes, these
variables will not affect the IP solution procescéuse they are continuous
variables. In addition, these should help minimitbe number of actual
aircraft routes at the end of the column genergtimtedure.

The following are the properties of the dummy aiftroutes:

1. The cost associated with each dummy variable i®dugh, so that it will not
be selected in the final optimal solution.

2. These dummy aircraft routes can connect from amyice centers to hubs
within times. That means the speed of dummy airgsdiigh enough to reach
any destination on time.

3. With an aircraft balancing constraint at each sergenter or hub, and aircraft
fleet available, there exists at least one dummyradt route associated with

those constraints.
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——Pp» Dummy aircraft route: 1-2-H, 2-3-H Q Service center

ffffffff » Feasible aircraft route: 1-H, 2-H, 3-H, 3-2-H A Hub

Figure 6.4: Example of dummy pickup aircraft routes

6.4 Column Generation (CG) Approach

For a practical problem size of air express netwaekign, the time-space network
results in numerous decision variables. Formulasingh a problem with all possible
variables yields an intractable model, which reggiexcessive computer memory and
solution times. In this study, we consider the omlugeneration approach (CG),
which was suggested by Ford and Fulkerson (1958)m@nTomlin (1966). More
details on CG are provided in Ahuja et al. (19%¥8rnhart et al. (1995), Bertsimas
and Tsitsiklis (1997), and Kim et al. (1999).

Because only some columns (basic variables) wilirban optimal solution,
the CG approach is used to identify those columiile all other columns (nonbasic
variables) can be ignored. In CG, thestricted master problefRMP), a restricted
version of the original NH model with a limited nber of columns, is maintained

during the solution process. When solving the RMPeach so-callednaster
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iteration, the dual variables are obtained. Using this $edual variables, we can
determine the potential variables that can improke RMP’s objective value
explicitly or implicitly. For explicit CG, all colmns are computed for the reduced
costs, while for implicit CG, the potential columaie identified by solving a pricing
subproblem. The latter approach is efficient if gecing subproblem is easily
formulated and solved. The process is repeatetl nmfurther column is included in
the RMP, as shown in Figure 6.5. For the NH probl@® is applied to determine
two types of decision variables: aircraft route iables and package flow path
variables.

The following section is applicable to both singtage and two-stage sorting
models. However, for the two-stage model, equat{6ri2.3) and (5.12.5) should be

changed to equations (5.12.18) and (5.12.19) idigaussion.

Start with RMP

A

Solve RMP and obtain dual
variables

Master
iteration

Bring potential
variables into the
RMP model

Price out: Is there any nonbasic variable witt
negative reduced cost?

Figure 6.5: Column generation approach
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6.4.1 CG Approach for Aircraft Routes

To identify the potential aircraft route variablelgt c, denote the objective

coefficient vector for aircraft route variablesdaB,,B,.,.B,,,B,.B,,,B,, be the

scb?
constraint matrix for aircraft route variables imnstraints (5.12.3) to (5.12.8)

respectively, and let the dual vector of the c@oesling constraints be

By ,Bseh .Bnp B

nB a® g gf aP and 777 . The reduced cost vector for aircraft routes can b

calculated as
¢ =¢, ~(x*)B, - (") By, ~(™*)B,, ~(@*)B, - (x™)B,, ~@™)B,,
(6.1)
Because we minimize the total system cost, thaadtrcoute variables with
negative reduced cost should be included in the RMi number of aircraft routes
priced out in each master iteration should be ptgpevestigated in order to limit the

size of the integer programming model and obtago@d IP-LP gap. Lemin be the

0(n)<0
set of firstn aircraft routes witHowestnegative reduced costs, which are currently
not in RMP. The aircraft routes that should be udeld in the RMP can be
determined from the followingricing subproblem

min C, (6.2)

om<o Y
It can be seen that equation (6.2) is difficultfeomulate and solve as a
mathematical program. An explicit CG approach setnise an efficient way in this

situation, and there are quite a few aircraft roatgables to consider.
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6.4.2 CG Approach for Package Flow Paths

To determine the potential package flow path vdembletc, denote the objective

coefficient vector for package flow path variables, A, ,A_,A_,A_, A, A, be the

constraint matrix for package flow paths in constsa(5.12.3), (5.12.4), (5.12.8),

(5.12.9), (5.12.11) and (5.12.12), respectively,d adenote the dual vector

Ae o As

corresponding those constraints a$, s’ n", a”, a* and =" . Because we
ignore the cost of moving packages over the netwihik reduced cost of a package

flow path can be calculated from

C, =c, — (@™ )A, = (@")A, - (@")A, (@ )A - (@™)A, - (=" )A,
=0-(@™)A, —(a™)A, - (@")A, - (@")A - (@™ )A, - (@™ )A, (6.3)
Again, only the variables with negative reducedt @suld be included in
RMP. To determine those variables, equation (6&8) be decomposed int(K|

independent subproblems, each for a single commddit 1K . The reduced cost

for each path flow variablgp of commodityk is

cy=0-0, + Zn. OpOP(k) (6.4)

It is noted that package path in (6.4) is a sequence of arcs contained in

ARN and HSN. From (6.3), arcs in ARN are pickup aativery arcs, while arcs in
HSN comprise of sorting arcs, vertical arcs andZoottal arcs as shown in Figure

6.6. Any pathp with negative reduced cost should be includedMPRi.e.,

Y. <o, OpOP(k) (6.5)

(i,1)0p
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We keep adding any paths with the condition (6rg)l no potential variables

can be found. That is, we can check to see ifdgsheommodityk

Cy=0-0,+ > m 20 OpOP(k)

(i,))0p

or, equivalently

min > 20, (6.6)

The left-hand side of this inequality is just fleagth of theshortest pathof
commodity k. That is we solve the pricing subproblem asdi@test path problem
for each commodityk in order to verify that we have added the potémtackage
flow paths into the RMP. If we find any paths tablate condition (6.6), we add

those paths into the RMP.

Figure 6.6: Modified arc costs associated to each type of arc
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6.5 Computational Analyses

6.5.1 Case Study 1: 2 Hubs, 8 Service Centers, 1 Aircraltype

In this case study, the column generation apprd@c¢h) is applied to both sorting
models. All runs are performed on a Pentium M 1Hz@rocessor with 1GB RAM,

running CPLEX 9.0. With the available optimizatignftware, the CG cannot be
implemented at nodes within a branch-and-bound theefore, we employ the CG
only at the root node.

In this section, two hubs with eight service cemtszrved by a single aircraft
type are modeled for two different operations artkirt performances are
comparatively evaluated. We distribute the O/D desnmatrix so that both hubs are
used to consolidate packages in a single-stagmgaperation. Since an eastern hub
location is generally preferred as a master hubrevhi service centers are connected
via at least one flight, we distribute the demaindhe western service centers so that
each service center is served by more than onlet.fllg Figure 6.5, demands from
service centers No. 6, 7 and 8 should exceed aratiis capacity, in order to create
an incentive for the network to perform two hub @pens. Tables 6.1 — 6.4 are the
input data for testing Case 1 scenario. Demandsaagiomly generated, as depicted
in Table 6.1. In Table 6.4, we first consider oaixcraft type 1 in order to exclude the
effect of aircraft mix. It is also noted that weegassign each service center to its
closest hub for the two-stage operation. The costponents we consider are:

» Aircraft ownership cost
» Aircraft operating cost

» Aircraft take-off/landing cost
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Hub sorting capital cost, and

Hub storage capital cost
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Figure 6.7: Network physical locations for Case Study 1

Table 6.1: O/D demand matrix for Case Studies 1 and 2

O/D 1) (2) (3) (4) () (6) () ® |

@) 0] 2000 2,700 1,70p 2500 1,200 1,700  1,po0
@) 2,000 0 1,500 40 80p 50  1,3p0 1,300
3) 2,700 1,500 q 30 1,00p 80 8p0 goo
(4) 1,700 400 300 q 5000 1,290  1,2p0 1,400
(5) 2,500 800]  1,00( 5,00p O 1,000 7po 1,300
(6) 1,200 500 800 1,200 1,040 0  40p0 3,500
@) 1,200 1,300 804 1,20p 700 4,000 0 3,00
(8) 1,000 1,300 804 1,200 13¢g0  35p0 3,300 0
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Table 6.2:Service center characteristics

Service Center No. EPT LDT X Y Assigned Hub
1 8 PM (EST) 8AM (EST) 2,900 500 1
2 8 PM (EST) 8AM (EST) 2,500 100 1
3 8 PM (EST) 8AM (EST) 2,900 1,100 1
4 8 PM (EST) 8AM (EST) 2,000 400 1
5 8 PM (EST) 8AM (EST) 2,100 1,200 1
6 7 PM (PST) 6AM (PST 700 1,300 2
7 7 PM (PST) 7AM (PST 300 900 2
8 7 PM (PST) 6AM (PST 600 300 2

Table 6.3:Hub characteristics

Hub No. 1 2

SST 12:00 AM 12:00 AM

SET 5:00 AM 5:00 AM

X Coordinate 2,300 90f)

Y Coordinate 700 700

Unit sorting cost,c,'; ($/package) $1 $1

Unit storage costg:;1 ($/package) $0.2 $0.2

Number of grid time interval§@;|) 9 9

Table 6.4:Aircraft characteristics

Aircraft Type No. 1 2

Availability 20 20

Capacity (packages) 8,000 25,0P0

Max. Flying Range(mi.) 3,600 5,600

Avg. Cruising Speed (mph) 450 480

Operating Cost/mile $8 $2p

Take-Off/Landing Cost $300 $6Q0

Ownership Cost/Day/Aircraft $16,000 $44,0p0

With this small network, we include all aircrafbute variables, while we

determine package flow paths using the CG approalthough the problem size is

small, we run out of the computer memory beforeamldg an optimal IP solution.

Therefore, for the purpose of this case study, erenihate the branch-and-bound

when the IP-LP Gap is 5% for both models. The caatmnal results are reported in

! Maximum flying distance at the maximum payload
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Table 6.5, while the operating characteristicssimawn in Table 6.6. It is noted that

|S denotes the number of service cent¢ks, is the number of commodities, and

|AC] is the number of aircraft types. Detailed costritistions are reported in Table

6.7. Figures 6.6 and 6.7 show the resulting netvaarkfigurations for single-stage

and two-stage sorting operation, respectively.

Table 6.5:Computational results for Case Study 1

Type of sorting operation Single-Stage Two-Stage

|s| 8 8

|K| 56 56
|AC| 1 1
#Aircraft route variables 129 o
Termination Criteria 5% IP-LP Ga 5% IP-LP Gjap
IP 483,837 475,154
LP 508,028 498,911
Gap 5% 5.0%

In Table 6.6, compared to the single-stage operatibe two-stage one
reduces travel distance by 14.7% and increases@edoad factor (= actual package-
miles / aircraft capacity package-miles) by 1.8%weéver, to make such operation
feasible, the hub sorting rate and storage capawiigt increase so that interhub
flights can arrive at the second hub before the .JtsTa result in Table 6.7, the two-
stage sorting operation incurs lower aircraft opegacost but higher hub operating

cost compared to the single-stage operation.
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Table 6.6:Comparison of operating characteristics for Caselys1

Type of sorting operation Single-Stage Two-Stage %hg
Aircraft
»  Number of aircraft required 13 13 0%
» Total distance flown (mi.) 26,106 22,283 -14.7%
o Pickup 14,059 8,34% -40.7%0
o Delivery 12,047 8,347 -30.8%
o Interhub 0 5,600 NA
* Legs 31 32 3.2%
» Capacity-Miles 208.8 M 178.3 M -14.79
» Package-Miles 172.8M 150.7M -12.89
* Avg. load factor 82.7% 84.5% 1.89
Hub No. 1
» Sorting rate (packages/hour) 38,400 41,040 6.9%
» Storage size (packages) 24,000 25,650 6.9%
Hub No. 2
» Sorting rate (packages/hour) 12,880 29,440 128.6%
» Storage size (packages) 8,050 18,400 128.6%p
Table 6.7:Comparison of cost distributions for Case Study 1
Type of sorting operation Single-Stage Two-Stage %hg
Aircraft
» Ownership Cost $208,000 $208,000 0%
» Operating Cost $208,847 $178,26% -14.7%
+  Take-Off/Landing Cost $9,300 $9,600 3.2%
Total Aircraft Cost $426,147 $395,865 -7.1%
Hub No. 1
» Sorting Cost $38,400 $41,040 6.9%
» Storage Cost $4,80D $5,130 6.9%
Total Hub No. 1 Cos $43,200 $46,170 6.9%
Hub No. 2
e Sorting Cost $12,880 $29,440 128.6%
+ Storage Cost $1,61D $3,680 128.6%
Total Hub No. 2 Cos $14,490 $33,120 128.5%
Total Operating Cos} $483,837 $475,155 -1.8%
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Figure 6.8: Network configuration for Case Study 1 - singlegstaperation
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Figure 6.9: Network configuration for Case Study 1 - two-stageration
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Total Operating Cost vs. Cost/Unit Sorting Rate
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Figure 6.10:Effect of sorting cost on each operation for Casel 1
Total Operating Cost vs. Aircraft Cost/Mile
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Figure 6.11: Effect of aircraft cost per mile on each operafimnCase Study 1
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Total Operating Cost vs. % Incremental Demand
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Figure 6.12: Total operating cost for each operation vs. denfan@ase Study 1

Figure 6.8 shows the total operating cost of egskesn when varying the cost

per unit sorting rated ), givenc! /¢! = 5 Since the packages are sorted twice in the

two-stage operation;:*e1 yields a higher total operating cost than the Isisgage
operation. The higher the cost of sorting, the nfavered is the single-stage sorting
operation. It can be seen that both systems pertaqoally whenc! = $1.5/unit
sorting rate. In Figure 6.9, the two-stage sortopgration provides greater cost
savings when aircraft operating cost per mile iasee

Figure 6.10 shows how the two systems compare viherdemand varies
from its baseline values (=100%). The total oparattosts are lower with single-
stage sorting at high demand, and with two-stagéngpat low demand. These

results can be explained as follows:
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* When the total demands of service centeexceeds an aircraft’s capacity,

k f ; H k f
kaKﬂ{o(k):i}d >u’ on the pickup side oerDKn{D(k):i}d >u' on the

delivery side, it is not optimal to have all thentends travel farther and be
consolidated twice with two-stage sorting. When dedhis high, the distance-
based aircraft operating cost overcomes the sawwhgsnsolidation through
two-stage sorting. Thus, more direct service (&rggage sorting) is favored.

* When the total demand of service centers below an aircraft's capacity,

f

k f . . K
<
kaKﬂ{o(k):i}d u' on the pickup side or) o d <U’on the

delivery side, consolidating packages first atribarby hub before delivering

to another hub is preferable.

Given the relative advantages of each system ferdifit situations, we can
consider combinations of the two operations in aegal network. If the total
demands of any service center exceed the largestiicapacity, the demands
should be separated into two groups. The first wkich completely utilizes the

aircraft's capacity, are transported via singlegstasorting. For the remaining

demands in the second groukaDKﬂ{o(k)zi}d"—uf on the pickup side or

ZKDKQ{D(k):i}dk —-u' on the delivery side, if they are below an airtsatapacity,

they can benefit from a two-stage sorting operatiotherwise they are again

separated into two groups, and so on.
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6.5.2 Case Study 2: 2 Hubs, 8 Service Centers, 2 Aircraltypes

Case 2 is extended from Case 1. Two aircraft tgpesiow considered. Aircraft type
2 has triple in capacity of aircraft type 1, arglunhit costs are about 10% lower for
both aircraft operation and ownership. This scendhius considers the possible
economies of aircraft size. The test is performgddrying the demands as in Case 1
and the results are shown in Figure 6.11. At higmand, it can be seen that the gaps
in total operating cost among the two cases asethem in Case 1, as shown in Table
6.8. The two-stage sorting operation is again adgoendidate when using several

aircraft sizes.

Total Operating Cost vs. % Incremental Demand
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Figure 6.13: Total operating cost for each model vs. demancCse Study 2
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Table 6.8:Changes in total operating cost for Case Studesdl2

o - Two-Stage vs. Single-Stage
% gfe(r)nr;gs:gal % Change Total Operating Cost
Case 1 Case 2
50% -17.0% -14.1%
60% -20.1% -16.2%
70% 4.0% 0.4%
80% 3.4% 5.8%
90% 3.7% 3.1%
100% -1.8% -0.7%
110% 4.7% 3.1%
120% 2.4% 1.4%
130% 5.2% 5.2%
140% 7.1% 2.9%
150% 5.1% 1.9%

To check how two-stage sorting operation bengfigsdistribution system, we
randomly generate demands into two scenarios:i¢f) temand (mean = 100% and
range = 50% of demand in Table 8.1) and (2) low alein(mean = 75% and range =
50% of demand in Table 6.1). Again, two-stage Bgrtoutperforms single-stage

sorting at low demand, as shown in Table 6.9.
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Table 6.9: Effect of demand level on sorting stages

Two-Stage vs. Single-Stage Two-Stage vs. Single-Stage
Plr_(;t[))Iglm Total Operating Cost Gap Plr_(;bblglm Total Operating Cost Gap
1AC 2ACs 1AC 2ACs

rd_h 0% 1.2% 3.6%| rd_|_0or -6.1% -4.7%
rd_h_02 2.3% 1.5% rd_I_02 2.1% 3.59
rd_h_03 4.1% 2.8% rd_|_03 2.0% 3.59
rd_h_04 -0.2% 1.6% rd_|_04 -2.2% -2.49
rd_h_05 4.1% 0.3% rd_|_05 1.4% 2.49
rd_h_06 2.9% 2.7% rd_|_06 -3.9% -1.49
rd_h_07 1.6% -0.3% rd_|_07 -0.1% 0.29
rd_h_08 4.2% 3.2% rd_|_08 -3.8% -6.49
rd_h_09 6.8% 7.4% rd_|_09 3.9% 3.09
rd_h_10 8.1% 6.8% rd_|_10 -0.8% -2.29
rd_h_ 11 1.2% 1.8%rd_ | 11 -3.8% -9.79
rd_h_ 12 6.1% 5.0% rd_| 12 -2.1% -8.19
rd_h_ 13 1.0% -0.8% rd_|_13 -4.9% -0.69
rd_h_14 6.4% 6.9% rd_| 14 -2.1% -0.39
rd_h 15 4.7% 5.6% rd | 15 0.3% -1.89
rd_ h 16 3.1% 2.6%rd | 16 -1.9% 1.39
rd h 17 2.5% 0.6%rd | 17 -4.8% -4.69
rd h 18 1.3% 2.7%rd | 18 -4.8% -4.69
rd_ h 19 2.6%9 0.5%rd | 19 4.2% 1.79
rd_h 20 3.5% 4.1%rd | 20 -2.6% 1.19
Average 3.4% 2.9% | Average -1.5% -1.5%
6.6 Summary

In this chapter, we present the Column Generatippraach which is used to
determine the promising variables for LP relaxatidhe resulting problem is then
embedded in a branch-and-bound approach to deteramninteger solution. The
model can solve both single-stage and two-stageatipes, in which each service
center is assign a priori to its closest hub fa tivo-stage case to limit the number
the aircraft route variables. However, large problinstances, which result in
significant size in time-space network represeotsti are impossible to solve using

the presented solution approach. A heuristic smhudipproach should be considered.

2rd_h_01 = high random demand problem No.1
®rd_|_01 = low random demand problem No.1
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Chapter 7
NH Solution Approach — Genetic

Algorithm

In the last section, the column generation appraspplied at the root node of the
branch and bound algorithm to identify any prongsirariables, which are aircraft
route and package flow path variables. The apprdaaivever, may only be used to
solve a small NH problem. For a realistic instan€¢éhe NH problem, although the
column generation approach can be applied, mamyafirroute variables might be
added in the final restricted master problem at rih@ node. Given the NP hard
nature of the NH problem (see Ahuja et al., 19%3ulting from problem specific

side constraints, i.e., aircraft balancing at haibd service centers, landing and take-
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off hub capacity, those large integer variabled vasult in long computation time
and, in most cases, insufficient memory while ragnithe branch and bound
algorithm. Therefore, we consider a heuristic solutapproach for solving a
relatively large problem.

In this section, we describe “evolutionary or genatgorithms (GAs)”, which
have been successfully used for a variety of probleGenetic algorithms are
powerful search procedures motivated by ideas fri theory of evolution
(Michalewicz, 1999). LetP(t )be the population at generatidn Figure 7.1 shows
the general GA procedure for solving an optimizagwoblem and Figure 7.2 shows
a GA procedure for our NH problem.

Due to the nature of the NH problem, each serverger is connected to at
least one hub. To pre-specify the hub assignmemrtaoh service center, we follow
Falkenauer’'s work (1996) where grouping represemtatare encoded to solve a
capacitated tree problem. Gamvros et al. (2004p apply a GA grouping
representation for node partitioning in the mudtrel capacitated minimum spanning
tree problem. Their partitioning results in a smallersion of a network design

problem, which can then be solved with their sawagristic.
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Begin

t-0

initialize P(t)

evaluateP(t)

while (not termination-conditionjlo

t—t+1
selectP(t) solutions fromP(t —1)
alter P(t)
evaluateP(t)
end while
end
Figure 7.1: General GA solution approach
Begin
t-0
initialize P(t)
evaluateP(t)
while (not termination-conditionjlo
t—t+1
selectr =r, +r, parents fromP(t - 1)
let the r, parents crossover by randomly selecting serviogecdocations, which
have different hub assignment, and interchangiegaisignment to generatg
offspring
let the r, parents mutate by randomly selecting a hub lonadiod assigning a set o
service centers within its hub territory to genergt offspring
insert ther offspring to P(t)
selectn individuals from P(t —1)
let then individuals mutate using developed local searcirafors
insert then mutated individuals tdP(t)
select the beshindividuals from P(t —1)
let them individuals mutate using developed local searcirators
insert them mutated individuals tdP(t)
select popsize — r — n = rindividuals from P(t —1) and copy them tdP(t)
evaluateP(t)
end while
end

Figure 7.2: Genetic Algorithm procedure for the NH problem
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7.1 GA Solution Framework
As described in Chapter 5, the NH problem cont&wms main decision variables:
aircraft route variables and package flow pathaldés. In this study, our GA model
is mainly designed to manipulate the aircraft rotggables, while we still utilize the
column generation approach to determine the packBm® path variables.
Conceptually within our GA approach, we split thel l[droblem into (1) arouping
problemand (2) anetwork design problenT.he first problem aims to find an optimal
partition by means dfiub assignmentwhile a later problem searches for an optimal
set of aircraft routes according to the pre-spegifjrouping. In each problem, genetic
operators are constructed using the problem cotdemtanipulate the representation.
Figure 7.3 exhibits our GA solution framework fdretNH problem. The

solution process starts by assigning a groupingesgmtation to each GA population,
and then applies heuristic route construction pfooe Each population is then
randomly selected proportionally to its fitness dtimn, which in this case is the
objective function value, to be applied by our deped genetic operators. At the end
of each manipulation, the following system costsalso evaluated:

1. Hub sorting cost and storage cost

2. Violation cost of aircraft usage

3. Cost of violating hub landing and take-off capacity
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Figure 7.3: GA solution procedure for NH problem
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Because we are interested in comparing the systerformance between
single-stage and two-stage operation, the manipugtof our GA are slightly
different in (1) the initialization process, and) (ke set of GA operators applied.
After obtaining an optimized solution, the modelfpems a post-solution analysis to
analyze the system’s slack, which is then usedmparing the single-stage and two-

stage sorting operations.

7.2 Solution Representation

As stated, we represent each NH solution with theakined grouping and aircraft
route representations. Later, genetic operatorschwére designed for each specific
representation, are described. Note that GA reptasens are applied to both single-
stage and two-stage sorting operation, while weifipally design additional a GA

operator to handle the two-stage operation.

7.2.1 Grouping Representation — ¥ GA Layer
As discussed earlier, each service center musbieected to at least one hub. Some
carriers require all-point service to and from thegjor hub, as described in Kim et

al. (1999). LetQ, be the set of service centers that connect tothusnd A, define

a g combination pattern o{Q, .}Let h, be the major hub of the distribution

network, and define

A, =0Q, ={3,4,6,7,9}
A, =0Q,00Q, = {10, 11, 12, 13}
Ac=Q,00Q, ={1, 2, 5}
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Ny =Q, 00,00, ={8}

The resulting grouping representation of NH instarns demonstrated in
Figure 7.4, which is [C, C, A, A, C, A, A, D, A, B, B, B]. The sequence in the
array represents the service center number.

Figure 7.5 shows how each service center’'s hulgms&nt is mapped with

the grouping representation.
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Service Centers: \ 1 |2|3\4|5|6\7|8\9 \1o|11\12|13\

GroupingRepresentation:‘C|C|A‘A|C|A‘A|D‘A‘B|B‘B|B‘

Figure 7.4: Example of GA grouping representation
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Figure 7.5: Grouping representation for Figure 7.4

7.2.2 Aircraft Route Representation — 29 GA Layer

With the pre-specified grouping or hub assignmentstricted versiorof the NH
must be evaluated and improved where necessarysalisfy fleet balancing
constraints (5.1 — 5.3) at service centers and lanos maintain the feasibility of
solutions when applying GA operators, we defindh@mosome by an aircraft route
representation, where each chromosome is the tioteaf cycle-based aircraft route
variables.Each cycle contains both pickup and delivery rautesan be seen that
with NH characteristics, all aircraft routes canrbpresented by a set of cycles, as

shown in Figure 7.6.
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(@) (b)

Figure 7.6: Equivalence of path-based and cycle-base ainwaftes

The cycle-based aircraft route structure in oudgts represented as shown in
Figure 7.7. Each cycle variable consists of 8 comepds:
« 1%array — origin service center on pickup route
« 2" array — intermediate service center on pickupeout
« 3%array — hub
« 4™ array — intermediate service center on delivergeo
« 5™ array — destination service center on deliveryeou
« 6Marray — arrival grid time at hub
« 7Marray — departure grid time at hub
« 8Marray - aircraft fleet type
In the cycle’s structure, the path components aeeft — 5" arrays, and the
non-path components are tHe-68" arrays. The purpose of maintaining the non-path
6™ and 7' components is to determine the violation of (1p tending capacity and

(2) hub take-off capacity. In addition, they canused in post-solution slack analysis.
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The non-path 8 component is used to verify the violation of afer fleet

availability.

Aircraft Route Representation: [l 2, H . 2,1:1,6, fl]
[3.4,H, 4,3:15 f,]

Figure 7.7: Example of aircraft route representation with eylshsed variables

7.2.3 Labeling and Encoding Scheme
Summarizing our GA solution representation, each sbfution consists of two
components: grouping representation and aircrafteraepresentation. The first
representation is mainly designed to control thé hssignment for each service
center, while the second is encoded by the colleadf cycle-based variables. Each
cycle isdynamicallylabeled according to (1) the assigned hub, (2)isergenter
number based on pickup and delivery order, (3)vakrand departure time at the
assigned hub, and (4) aircraft type.

From Figure 7.4, let the distribution network @ntly have only single-leg

flights and a single aircraft type, and let algfits be able to arrive before the hub’s
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sort start time i, = Pand depart at the sort end time (etg., = ). #hen we have

the following labeling and encoding scheme:
Grouping representation:

[C,C,AA,C,A A DA B, B, B, B]
Aircraft route representation:

rf11] =[H,; 1001:041]

rit2] =[H, ,2002:041]

r[113 = [H, 13,0013:04]]
r[21] =[H, 8008:041]
r[22] =[H, 10,0010 :04]]
r[23] =[H,11,0011:041]
r[24] =[H, 12,0012 :04]1]
r[25] =[H,13.0013:041]
r[31] =[H, 1001:041]
r[32] =[H, ,2002:041]
r[33] =[H, 5005:041]

r[34] =[H, 8008:041]

7.3 Initialization Process
The initialization process starts with constructthg territory of each hub, which is

the set of service centers that can be feasiblyeded to that hub. It is noted that,
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the loading/unloading time of the aircraft mustodi® considered to verify the actual
feasible connectivity. In our problem, to ensuratthll packages can be served to
their destinations at least via the major hub dréhis no other alternative, the main
hub’s territory contains all the service centerssekvice center that lies within more
than one hub’s territory is randomly assigned augmog using (1) its feasible hub
assignment and (2) the feasible hub assignmentsofiestination demands. For
instance, from Figure 7.8(a), assume that servérgeci can be assigned to either
hub H, or H, and service centej can only be served by huH,. Because the
destination of service center (service centerj) can only be shipped through hub
H,, service center can only be assigned to hib, . In contrast, in Figure 7.8(b),
service center and k can be assigned to both hubs. However, if seécgerk is
randomly assigned only to hub,, it is useless to assign service centéo hubH,;

in this case, the model is designed to validate phoblem. It is noted that all service

centers are assigned to the major hulborto ensure the connectivity.
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@ (b)

Figure 7.8: lllustration of randomly selected hub assignment

To assign aircraft to a service center, we try $e the smallest available
aircraft capacity that exceeds the service centeimand. In addition, due to the
limited aircraft availability constraints (5.4),atalgorithm will search through the list

of previously constructed cycles to check the gmkisi of utilizing a two-leg cycle.
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Begin
create grouping representation according to thefdetib territories and randomly assign
demand to be transported through each connected hub
for each hub territory
while (not all service centers are assigned by aircot)
select an unassigned service center and scan thtbadist of previously
constructed cycles to see whether any cycles camsbeedby the
selected service center and meet all the operatomstraints
if insertion is possibléhen
insert the selected service center into the exjstircle and form the
cycle such that the aircraft operating cost is mined and feasible.
else
select available aircraft type that can meet cairstd demand and add
the new cycle
end if
denoted the selected service center to be an asksggmvice center
end while
end for

end

Figure 7.9: Initialization process

There is a difference in the initialization procdes single-stage and two-
stage operations. It is noted that our GA operatehsch will be described in section
7.4, are designed to perform a local search usinglesstep improvement, i.e.,
applying one manipulation per one improvement. \Weimally designed a problem-
specific GA operator using such a characteristisdarch for a two-stage operation
structure. However, the operator could not finchgirsg by both (1) constructing an
interhub route and (2) diverging routes connectinga previously constructed
interhub route. Therefore, we design the initidlaa process for the two-stage
operation by heuristically placing an interhub eoutsing a user input. By thus
initializing the two-stage operation, we are aldefind a single-step improvement

using our GA operator that will be described intiec7.4.2.5.
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7.4 Genetic Operators

In this section the set of genetic operators, wisinth used to transform the current
solution, are described. The operators utilize M€ problem content to guide the
evolution of the solution. There are two categordsgenetic operators that are
designed to apply during generation improvementodging operators (an exchange
of hub assignment) and aircraft route operatorsirfanvative random modification

for network design). The first category consistsboth crossover and mutation
operators aiming to modify the grouping represématwhile the second contains
several mutation operators designing to optimize mletwork design under pre-
specified grouping. Figure 7.10 summarizes probégmecific genetic operators that
can be applied to both single-stage and two-stgggrations. We construct an

additional aircraft route mutation operator for tatage sorting operations.
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GA Representation GA Operators
Grouping
Crossover
Grouping
Representatio
Grouping
Mutation ‘
Path-Swapping ‘/
Aircraft Route ’
Representation /\ “’
Capacity “'\

Single-Stage

GA
epresentatio

Decrease

Two-Stage
Cycle Merge

Figure 7.10:Set of GA operators applicable to different sorfiadjcies

7.4.1 Grouping Operators

To manipulate the grouping representation, theovalig genetic operators are
constructed to change the hub assignment. It isdnthat, after applying these
operator to the grouping representation, the dircoaite mutation operators are then

used to optimize the network design problem undesspecified grouping.

7.4.1.1 Grouping Crossover Operator

The general concept of a grouping crossover operatim change solution structure
significantly in order to prevent the search frosttipg trapped in a local optimum.
In our NH problem, this can be done by modifying rouping representation. First,

two parents are selected with probabilities prapodl to their fithess functions.
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Second, the grouping representations of both psimet compared and identified for
service center(s) having unmatched hub assignmint, the question becomes (1)
which service centers and (2) how many of themhim anmatched list should be
interchanged for hub assignment between the twopgngs.

For single-point grouping crossover, we consitiertdtal absolute change in
transferred demand at hulod both selected solutions to quantify how muchutson
structures are modified, as depicted in Figure .7Therefore, although the choice of
service center is made randomly, the probabilitynisde proportional to thwotal

absolute change in transferred demand at hubs

> Ad;
Prob(seleti for crossover hoH 7.1
( ¥ S Sad., (7.1)

oA} n{A},} hOH

where

Ad, = Change of transferred demand to/from serviceece to hubh

{{n}, n{A},} = Set of service centers with unmatched hub asségh compared

between selected parents 1 and 2.
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Figure 7.11: Total change in transferred demand at hubs

In the example below, the bold letters indicatevisercenters with unmatched
hub assignment between the two selected parentsrdesover, while the bold and
underlined letter identifies the crossover location
1'Parent:.  [C, C, A, A, C, A AD, A B,B, B, B]
2"Parent:  [C,C, A A, C, A AC, A B,A, B, B
15t Child: [C,C,A A C,A AC, A B,B, B, B]
2"Child:  [C,C, A A C,A AD, A B,A, B, B

Figure 7.12 illustrates how the service centerscarmapared and selected. A
guestion arises then about whether that partiar@ssover location is feasible after
modification. Additional routes might need to beded or repaired to make the new

solution feasible.
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Figure 7.12:Example of single-point grouping crossover operator

One might expect an invisible impact from the seagbint crossover on a

large problem instance or a network containingt@iservice centers. Multiple-point

grouping crossover is an alternative for modifyittge hub assignment in this

situation. The right hand side of equation 7.1 lbarused to evaluate the selection of

each individual service center that has the unneatdiub assignment between the

two selected parents. The value is compared tondoraly generated number to

decide the change in hub assignment.
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7.4.1.2 Grouping Mutation Operator

In the grouping crossover operator, the representéd modified by considering an
individual service center to two possible hub assignt. The grouping mutation
manipulates the representation in a way oppositihéocrossover operator. It first
randomly selects a parent with probability propmrél to their fithess function.
Second, an individual hub is evaluated for thaximum possible demand in its

territory, as shown Figure 7.13.

zdieh2 =dg+d,+dy, +dy, +d;

i0Q,

Figure 7.13:Maximum possible demand in hub territory
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Therefore, although the choice of modifying a hebmade randomly, the

probability is made proportional to theaximum demand in each hub territory

Zdiah

Prob(seleth for mutate)= Z‘?‘%T (7.2)
hOH i0Q,, -
where

d._,, = Total demand that can be transported from seménteri to hubh

Q, = The set of service center that can be conné¢othdb h

After selecting a hub to modify the hub assignmeath service center within
the hub territory is randomly assigned to that Dbe may visualize the concept as

the gravity model.

7.4.2 Aircraft Route Operators

To evaluate the fitness function value of each gy representation, although the
representation results in a smaller version ofitgvork design problem, the problem
is still complex and difficult to solve. With theMNhard nature of the network design
problem, it is very difficult to design an efficiedeterministic or greedy local search
procedure that can consider all possible interaatiithin the problem characteristics.
In this study, we consider thpgobabilistic local searchby developing several genetic
operators with all possible ways to improve thaigsoh. With this probabilistic local
search property, a single grouping representatiag results in different objective
functions. Therefore, for each grouping repres@nathe best solution can be found

from performing several replications.
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Note that the following GA operators only search toe feasible moves
within the surrounding environment. By using prableontent in guiding a search,
our operators heavily utilize the information onnhpackages are flown through the
system and on each individual route. In additioecduse each gene in the
chromosome is a cycle-based aircraft route andistsnsf mirroring pickup and

delivery routes, our operators manipulate bothatives at the same time.

7.4.2.1 Path-Swapping Operator

This operator is intended to interchange the patheoselected cycles that have a hub
assignment in common. Generally, this manipulati@mefits the overall system

whenever it finds a reduction in route travel dist& which decreases the aircraft
operating cost. The choice of two cycles for patierichange is made randomly with

a probability proportional to the expected potdrienefit of the subject interchange:

m,n

Proi{selectcyclesmandn for pathinterchangg = % (7.3)
r£s S

where

bls = Benefit or cost saving from interchange pathooftesm andn.

There is a complicated situation when the two yarel routes use different

aircraft types. Lefi, j, f Jrepresent a route that departs from a serviceecerand
have an intermediate stop at service cerjtdoefore arriving to a hub, and utilizes

aircraft type f . Let routesm andn consist of path and aircraft tyde,b, f,] and
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[c,d, f,], respectively, and have feasibly interchangeableere are four possible
combinations that might be obtained, i.e.:
Combination 1{a,c, f,] and[b,d, f,]
Combination 2{a,c, f,] and[b,d, f,]
Combination 31a,d, f,;] and[b,c, f,]
Combination 4{a,d, f,;] and[b,d, f,]
The algorithm is designed so that only the higlwesit saving from all the
possible combinations is considered. However, W routes can interchange their

paths whenever:

1. The resulting new routes can meet the operatiomealstcaint, e.g.,
[a,c, f,;] arrive at the hub before the sort end time.

2. There is no violation in demand over new path c#pace.g.,
d(a) +d(c) <u(f,) whered(a) d(c) are demands at service center

and c, respectively.

Figure 7.14:Example of path-swapping operator
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From Figure 7.14, routes and r, cannot interchange with,,r,,r, because
they have different hub assignments. Routeand r, cannot interchange their paths

without violating operational constraints. The léag benefit matrix is as follows:

n L Iz I, I
nlo b,|- - -
b, 0 |- - =
o [= = [0 B -
| = — b O by
rs | = ~ - b, O

7.4.2.2 Capacity Decrease Operator

This operator attempts to decrease aircraft roafeaacty when it finds a low load

factor on a route. The system can benefit fromabisrator by (1) reducing in aircraft
operating cost and (2) utilizing smaller aircraftieh then save the aircraft owner
cost. In addition, the operator will drop a routken there is no flow on it. This will

definitely provide a significant saving.

Let c,(f)and c,(f ) be aircraft operating cost per mile and aircraft
ownership cost of aircraft typé . Let u; <u; wheni < j. Figure 7.15 demonstrates

two scenarios that decrease a route’s capacityFigure 7.15(a), it is easy to
determine the saving, i.ec,(f,)+c,(f,)-c,(f,)-c,(f, . )n Figure 7.15(b), one
might quickly find the infeasibility of such opei@t. However, there might be other

routes connecting those service centers, which tmiigh able to alleviate those

overflows (as shown on the dashed lines). In thidys we consider this situation to
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benefit the system, but with some probability Therefore, the saving from Figure
7.15(b) isalc, (f,) +c,(f,) —c,(f,) —c,(f,)), by assumingr =1- X (2)/(u, - u,).
X (2) denotes demands that cannot be served with aoge. Therefore, the less the

flows spill over the new capacity, the more theazdy reduction benefits the system.
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_________ u,
X(2)
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X(1) X(1)
i j H, i j H,
(a) (b)

Figure 7.15:Capacity decrease operator

The operator randomly selects a cycle to changaaiyp but the probability

of choosing each route and the type of modificat®proportional to the expected

potential benefit that was previously described:
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i,(j-k)
cap

r,(m-n)
2 bisy

nOFs(m) rOR,

Prot{selectroutei to changecapacityfromfleet jto k} =

(7.4)
where
F.(m) = {f OF :u, <um}D{uo}
= Set of aircraft types having capacity less ttiat of fleet typem, including
a situation of completely dropping the roufe, . )
Let u, <u, <u,. The column associated with the bold entry indisathe

existing fleet type. A hypothetical matrix with nmeygative expected potential

benefits when modifying aircraft capacity mightdasefollows:

o f f, f,
n(f)| b, O -7
(f)| by by 0O -
r(fa) | by by by, O
ry(fs) | By by by, O
I's ( fz ) b5o b51 0 -

7.4.2.3 Cycle Split Operator

This operator is designed to separate a two-legecyto two single-leg cycles
whenever there is a saving. It is clear that hawnwg single-leg cycles would
increase the system operating cost because additigule would mean additional
aircraft ownership cost, which is generally highban the saving from aircraft

operating cost. This is found during the long-tgranning process. However, in the
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short-term planning where aircraft ownership castignored, this operator can
provide savings in operational cost.

On a two-leg route stopping at[a,b Jusing fleet typef,, the route can be

split in several ways. For example, the new resgltbute is:

[a0 f;] and[b,0, f; Jwhere f, OF, or
[0, f;] and[bQ, f; Jwhere f, OF

To determine the benefit of such splitting, we leate all possible
combinations and keep only the best alternatives foted that, when we apply this
operator and there is no aircraft available, thiutem will get penalized in the
solution evaluation process. The cycle split omeraandomly selects a cycle to be
split, but the probability of choosing each routad ahe type of modification is

proportional to the expected potential benefit thias previously described:

r~{st,m}
split

DI

fOFIOR,

Profselectrouter tosplit toroutessandt by addingfleet typem} =

(7.5)

where

bs’pjit{s"'m}z Benefit from splitting route into routess andt by adding fleet typen.

7.4.2.4 Cycle Merge Operator

This operator is the opposite of the cycle spligrapor. Whenever any two single-leg
cycles can be combined to save (1) aircraft opegatiost and/or (2) aircraft

ownership cost, merging the two cycles will bendiié system. On any given two
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single-leg cycles that can feasibly be merged thpaith without violating the
operational constraints; there are two possibleasins to consider. Let the two
routesr, andr, be[a, f;] and[b,0, f,] having flowsd(a )andd(b ), respectively.

It is noted thatd(a)<u, and d(b)<u,. The following possible benefits are

analyzed:
1. If d(a)+d(b)<u,, then the saving isc(r)+c(r,)-c(r,, )where
Mew = L&D, f,].
2. If d(a)+d(b)<u,, then the saving isc(r,)+c(r,)—c(r,., )where

lew =LALD, T,].

3. If d(a)+d(b)>u,, then the saving isa(c(r,)+c(r,) —c(r,.,)) Where
rew =La,b, f,] and a is the probability the exceeding flow can be sdrve
somewhere elsd,—(d(a) +d(b) —u,)/u, .

4. If d(a)+d(b)>u,, then the saving isa(c(rl) +c(r,) —c(rnew)) where
hew =L&,0, f,] and a is the probability the exceeding flow can be sdrve
somewhere elsd,—- (d(a) +d(b) - uz)/ul :

In this study, we consider the highest potentiglrgg i.e., the maximum from
the above four cases. The operator will randomlgcsdwo single-leg cycles to be
merged, but the probability of selecting the twates is proportional to the expected

potential benefit.

(st)-r(m)
bmerge

Prot{mergeroutes andt to berouter, usingfleet typem} =

p(mnm -r(f)
merge
m,n0R, :m#n fO{ f (s)0 f (1)}

(7.6)
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where

bV -r(M = Benefit from merging routeandt to be route using fleet typd.

merge

f(s) = Fleettype of routs.

7.4.2.5 Interhub Operator

This operator tries to change route’s hub destinadir hub assignment to the nearest
hub when there is an interhub route connectindwioehubs, as shown in Figure 7.16.
From Figure 7.16, route, is selected by the operator to change its origmdi
assignment fromh, to h,. It can be seen that the flows on routediverge from

single-stage to two-stage flow. The saving frons thperator is the reduction in
distance or aircraft operating cost. Obviously, diperator can be applied to a route
only when it meets the operational constraintswiich the critical one would be
change in operational time when reaching its oabiassigned hub. Several

considerations determine the savings:
1. If d(r,) <u, —d(r;) —d(r,), the saving isc(r,*") —c(r,) — Ae, where Ae is
the expected increase in hub sorting cost attub
2. If d(r,)>u, —d(r,) -d(r,) , the saving isa{c(r®") - c(r,) - Ae), where Ae
is the expected increase in hub sorting cost attuénd a is the probability
that the flow on route, plus the existing flow on the interhub route casen

the interhub capacityl—d(rz)/(u, —=d(r, )). In this calculation, we assume

that the spilled flow has a chance to be servedesdrare in the system.
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Figure 7.16:Interhub usage operator

The operator randomly diverges a route to conteetihe interhub route, but
the probability of selecting each route is proporél to the expected potential

benefit:

i

Prot{divergeroutei tousehub j} = ﬁ (7.7)
hOH rOR, r

where

b = Benefit from diverging routeto from its original hub to hub.

7.5 Network Evaluation Process
From Figure 7.3, to evaluate each GA solution, tileviang steps are performed:

1. Obtain network configuration from GA and evaluate #ieraft operating
cost. Add penalty cost when the system violates iftyadt availability, (2)
hub landing capacity, and (3) hub take-off capacity

2. Evaluate package flow movement without considering karting capacity

and hub storage size.
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3. Evaluate hub sorting capacity using the resultiog ffrom (2). Add penalty
cost if the resulting hub sorting capacity excetbeésdesired limit.

4. Evaluate hub storage capacity using the resultlog from (2) and hub
sorting capacity from (3). Add penalty cost if tresulting hub storage size
exceeds the bound.

From the above procedures, to determine the septohal flow paths, step 2
can be cast as eapacitated multicommodity network flow probleBy separately
determining the hub sorting cost in steps 3 andhd, network flow problem is
significantly smaller than the original model theas previously described in section
5.3 because the hub sorting network, HSN, can be tdatad into a single node for
each hub. The problem can then be solved by ubmgadlumn generation approach.
The network configuration obtaining from the GA sauat however, might provide
insufficient capacity to serve the required demandserefore, we add a set of

dummy routes, R,,, to the restricted master problem, RMP-GA, as shown i

equations 7.8.

(RMP-GA) (7.8)
min > My (7.8.1)
rORy

Subject to:

> xs =d" OkOK (7.8.2)
pOP(k)
D> > ax s, Dal Augy (7.8.3)
kOK pOP (k)
X 20 OpOP(k),k OK (7.8.4)
where:
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a? =1if path p consists of ar@, or 0 otherwise

a

s = Total capacity on ara

The solution to equations 7.8 is either equal tm Asufficient capacity) or

greater than zero (insufficient capacity), inein z My >0.
rORy

7.5.1 CG Approach for Package Flow Paths

To determine the potential package flow path vaesun the consolidated network

representation, we modify the approach describedention 6.4.2. Letc be the

objective coefficient vector for package flow vated) let A, ,A_ be the constraint
matrix vector for package flow paths in constraifts8.2) and (7.8.3), respectively,
and denote the dual vector corresponding thosetreamts asn” ,n”:. Because we

ignore the cost of moving packages over the netwbikreduced cost of a package
flow path can be calculated from
[« =C, —(@™)A, —(@")A,
=0-(n™)A, —(a™)A, (7.9)
From equation 7.9, the problem can then be solgatgithe shortest path on

the modified arc cost, as described in 6.4.2.

7.5.2 Analytical Model for Hub Design Characteristics
At each hub location, given known flow values for atliving package, we can
determine the required sorting rate to serve thpmekages. For a single-stage

operation, the sorting rate can be calculated ustugtion 7.10:
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D DM xs < (G| - t)e At Ot0G, (7.10)

kOK paP(k)

For example, letAt = 1 hour; then:

4400 1600 1200 400
| | | \\ | | |
| | | | i | | |
-2 1 0 1 2 3 4 5 6
SST SET

Figure 7.17:Determination of hub sorting capacity for singlegstaperation

For single-stage operation:

@SST+ 3At: 400< g At = 400< e,
@SST+ 2At : 1200+ 400< 2e,At = 800< g,
@SST+At: 1200+ 400< 3g At = 533< ¢,
@SST: 4400+1600+1200+400< 4e, At =1900< g,

Therefore, the required sorting rate to accommodihtie arrival packages is
1900 packages per hour.
However, for two-stage operation, we can determieestirting capacity in

two different ways: with FIFO and with TFSF (two-statpgev sorted first)

4400(1000) 1600(600) 1200 400

Figure 7.18:Determination of hub sorting capacity for two-stageration
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For a two-stage operation with TFSF, we expect lebssbuting capacity than

with FIFO:
Two-stage hub sorting calculation with TFSF:

1. hub sorting capacity due to single-stage flow:

@SST+3At : 400< e At — 400< ¢,
@SST+ 24t : 1200+ 400< 2e, At — 800<e,
@SST+At: 1200+ 400< 3e At — 533<e,
@SST: 3400+1000+ 1200+ 400< 4e, At — 1500< e,

2. hub sorting capacity due to two-stage flow:
@ SST+ 2At : 1000+ 600< 2e, At = 800< g,
Therefore, the sorting capacity required for tasecwith TFSF is 1500+800 =
2300 packages/hour.

To determine the hub sorting capacity with FIFOflalivs before an interhub

flight must be sorted:

@SST+ 3At: 400< g At = 400< e,
@SST+ 2At : 1200+ 400< 2e,At = 800< g,
@SST+ 2At : 4400+1600< 2¢, At = 3000< e,

Therefore, the sorting capacity required with FIBG000 packages/hour.
After obtaining the hub sorting capacity, we can aetee the hub storage
size required for hulh, s,, using the concept of the general inventory pnoblthat

is:
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max{l;;wz > a, (h)x; —ehAt,O}= N OtO0G,,hOH (7.11)

kOK pOP(K)
_ t

S, = rtrulghx{l ' OhOH (7.12)

where

I} =Initial storage size =0

a;)(h) =1 if package patlp arrives at hulh at timet, or O otherwise

G, = Setof grid time at hub

7.5.3 Other Operational Requirements

For operational constraints, the network must meeteéquirement of (1) the aircraft
availability constraints, (2) hub landing capactgnstraints, and (3) hub take-off
capacity constraints. In this study, we penalize aniations of constraints 5.4 — 5.6

accordingly using a fixed high cost value.

7.6 Slack Analysis

Slack is a measure of how much a task can be delay#abut violating any
constraints. Although the two-stage operation migindbit the system in term of cost
savings, consolidating packages twice at two distidis in the next day shipment
would definitely decrease the slack within the systenthis study, we perform post-
solution analysis, i.e., after obtaining an optinsalution, to determine the total

system slack. To compare the slack between the yatersas, we define total system

slack,S as the total slack of all commodities. Lzé;t be the slack of commodity
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shipped through path. For single-stage operations; can be determined from (1)

slack from pickup route and (2) slack from delivequte. On the other hand,
additional slack from an interhub route is requiteddetermine the slack for two-
stage operation. It is noted that, even with a twgetoperation, the slack of a
commodity can be determined only from pickup anlivdey routes when its origin

and destination lies within the same hub assignmém. total system slack can be

determined from equation 7.13.

— — k ok
S= Spikup + Snterhub + SdeIivery - ZkDK ZDDp(k) Xpsp (7 13)

7.6.1 Pickup Route
After obtaining an optimal solution, we analyze thekpp slack of each route by
determining the latest arrival time at hub that lo®t violate (or increase) the
designed hub sorting rate and landing capacityshasvn in Figure 7.19. On any
given route, it is important to point out that tlagest arrival time at hub depends on
the amount of flow the route is carrying. A routergarg fewer packages is likely to
have less impact on the designed hub sorting rate the latest arrival time at hub
can be extended or delayed. Figure 7.19 demonstta iterative procedure in
determining the latest arrival time at hub.

On a pickup route consisting of two-legs stoppingavice centersand |,
as shown in Figure 7.20, there are two possibilitiedetermining the slack of each
set of commodities originating from each location:

Case 1: when the earliest arrival time at serviagere] is less than the

earliest pickup time at service centgras shown in Figure 7.20(a).
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Case 2: when the earliest arrival time at servicgerej exceeds the earliest

pickup time at service centgr, as show in Figure 7.20(b).

Begin
let At =grid timeinterval

t, « earliestarrivaltimeof router at h
t, — earliestgrid time thatis greater thnor equalto t,

while (not termination-conditionylo
if the next arrival grid time of package does notat® (1) hub sorting capacity and
(2) hub landing capacityhen
t, «t +At
else
termination-condition = true
end if
end while

return LAH(r, h) =t

end

Figure 7.19:Determining the latest hub arrival timeAH(r,h )

S S
- -—> i
S=§*S
T
EPT(i) EPT() LAH(r,h)
(@)
S,
-
EPT() EPT() LAH(r,h)
(b)

Figure 7.20:Slack analysis on pickup route
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7.6.2 Delivery Route

Similarly to the analysis of the pickup route, tetermine the slack of the delivery
route, we iteratively change the aircraft departures to find the earliest departure
time without violating the hub take-off capacity stnaints, as shown in Figure 7.21.

Figure 7.22 demonstrates the slacks for packagdiagat different service centers.

Begin
let At =grid timeinterval

t, — latestdeparturdimeof router at h
t, — latestgrid timethatislessthanor equalto t,
while (not termination-conditionylo

if the previous departure grid time of package dotwiolate hub take-off capacity
then
t, — t,—At
else
termination-condition = true
end if
end while
return EDH(r,h) =t

end

Figure 7.21:Determining the earliest delivery timeDH(r,h )

S S
<> - _
s =5
s =s,
EDH(r,h) LDT()) LDT(i)

Figure 7.22:Slack analysis on delivery route
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7.6.3 Interhub Route
From Figure 7.23, the slack of an interhub routedestined to hubh can be

determined from the time interval between the estriggrival time, EAT(r,h ) and

the latest arrival timelLAT(r,h ))i.e.:

Sriernus = LAT(r,h) — EAT(r,h) (7.14)
where:
EAT(r, h) =teaiest * toading + Lunioading + traveltimebetweerhub

LAT(r,h) = Latest arrival time for which packages can stdl dorted at the second

hub

t = The earliest departure time for which the intérflight can carry all the

earliest

interhub packages. In this study, we assupg,, to be the next grid time

after thelatest entry interhub flowWe can determine the latest entry
interhub flow as soon as we know the optimal flow palliee latest entry

interhub flowfrom hub h; to h is the latest arrival time of any routes

carrying packages that will be transported usimgitierhub flight.

Latest entry interhub flow

\% tear[le.s'l
SR

EAT(r,hy)  LAT(r,hy)

Figure 7.23:Slack analysis on interhub route
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7.7 GA Performance Validation
The immediate task after developing the proposed @dtisn approach is to validate
and evaluate its solution quality by comparingithe previously constructed column
generation approach. Because, in our GA model, twgestaperations are only
formed when they improve the total system cost, wepkiy our test validation to
only involve the single-stage operation. In addifiwith a capability in solving only
a small problem of the column generation approa&hpnly validate our GA model
on a small arbitrary network. Tables 7.1 and 7€aur GA input parameters and the
comparison results, respectively. In Table 7.1 imé& the population size to exhibit
the performance of our GA operators. In addition, ttua probabilistic local search
procedure, we allow the re-evaluation process by amauhyg selecting a set of
population,n, and by selecting the set of bestpopulation. These replications are
performed to obtain the better or true solutionuealof the existing grouping
representations. The followings are our problem attaristics:
 Problem set 1, “bench01” through “bench05”, have thame network
configuration with a single hub, but their demandsiacreased accordingly.
* Problem set 2, “bench06” through “benchl10”, have #ame input data as
those of problem set 1, but with an additional hub.
* All random selections throughout the algorithm aomel with regard to the
fitness values, i.e., objective functions, of thdividuals which include the
aircraft operating cost, aircraft ownership cost dwd sorting and storage

cost.
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* On evaluating each population, all 4 aircraft ropperators (7.4.2.1 — 7.4.2.4)
are equally and randomly selected.

* For each problem, 10 runs are performed with differandom seeds

Table 7.1:GA parameters for performance validation

Population Size 20

#Population for grouping crossovert,

#Population for grouping mutatiom,

#Population for best mutate

4
2
#Population for randomly mutate, 4
2
2

Termination 0 generations w/o improvemet

Table 7.2: GA performance evaluation

Problem # # CG and B&B GA
Name | Hubs | SCs Best Avg Worst Avg
IP LP Time IP IP IP Time
(sec) (sec)
bench01 1 9| $228,60R2 $189,7p4 7,2p0  $215/382 $825,%215,382 3]
bench02 1 9| $261,089 $227,583 7,2p0  $260/488 $380,4260,488 A(
bench03 1 9| $317,206 $270,5p4 7,2p0  $301/444 $801,4301,444 84
bench04 1 9| $378,587 $316,5p5 7,2p0 $351,378 $381,%3351,378 83
bench05 1 9| $401,146 $363,047 7,2p0  $394/923 $3384,%$394,923 10]
bench06 2 9] $250,616 $166,716 7,2p0 $215/382 $325,%215,382 6
bench07 2 9] $322,608 $201,6p9 7,2p0 $256,506 $266,%256,506 114
bench08 2 9| $439,095 $238,3[16 7,2p0 $281/408 $281,4281,408 2064
bench09 2 9| $405551 $279,618 7,2p0 $337,813 $343,%350,054 264
bench10 2 9] $393,849 $321,6p0 7,2p0 $383/974 $388,(6393,413 324

From Table 7.2, the GA model is able to find betier solutions with
significantly less run time than the bench modeg @¢olumn generation approach and
the branch-and-bound algorithm). In addition, thedel can identify the improved
objective function when having an additional hule,,ithe objective functions of
problem set 1 are upper bounds of problem set Re¥ample, the objective function

of “bench06” should at most equal to that of “bedich
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When comparing the optimal solutions among thebleras, the solutions
from the CG&BB deteriorate when (1) having more hultsch add complexity to
the problem and (2) demands increase. In conttesiGGA solutions in the second set
never exceed these of the first set, as expeatedddition, although we experience
longer computation times when demands increase, GAe solutions do not
deteriorate.

On “bench01” through “bench06”, we obtain the sapgmal solution when
applying grouping crossover rate of 20%, groupingtation rate of 10%. On
“bench07” through “bench08”, we can obtain the saomimal solution when
increase the grouping mutation rate to 20%. Howewer,can not find the same
optimal solution on multi-hub congested network, it@09” through “benchl10”,

despite of an increase in both grouping crossoveémautation rates.

7.8 Computational Analyses

In these analyses, we employ our GA algorithm orsélected small UPS network to
better understand how two-stage operation affectsyteem. All runs are performed
on a Pentium M 1.7 GHz processor with 1GB RAM, runr@i®_EX 9.0. In addition,
we consider the TFSF (two-stage sorted first) sorpragess so that the benefit of
two-stage operation from all analyses can be cledegtified. Otherwise, with FIFO,
the total hub sorting cost might outweigh the distarsaving from two-stage

operation.
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7.8.1 Case Study 3: 2 Hubs at Louisville, KY and DallasT X

In this section, two hubs with nine service centersexd by a single aircraft type are

evaluated for both single-stage and two-stage aperaffhe objectives of this

analysis are to:

1.

2.

3.

Examine sensitivity to various input parametersinderstand when the two-
stage operation benefits the system, and verifgtimelusion found in section
6.5.1

Understand the changes in network configuration dukfterent inputs.

Understand the impact of two-stage operation onybes.

The following are the input characteristics:

1.

2.

No hub demands

Because the physical location is defined by lagtuahd longitude, we
calculate the distance between any pair of locatimsiag the Great Circle
Distance Formula in equation 7.15.

3963arccos(siflatl) sin(at2) + cos(atl) cos{at2) cos{on2-lon1)) (7.15)
where:

latl, lonl = Latitude and longitude of the first&ion, in radians

lat2, lon2 = Latitude and longitude of the secamzhtion, in radians

3963 = The radius of the earth in statue miles

As in current practice, whenever packages can bespgoated via ground
service without jeopardizing their critical time teggments, we exclude those
packages from the analysis of air network. In thislg, we ignore the OD

demands for distances below 400 miles.
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Table 7.3:Selected service centers for Case Study 3

No. Location EPT LDT Longitude Latitude
1 | Indianapolis, IN 8PM 6AM -86.29 39.78
2 | Chicago, IL 8PM 6AM -87.65 41.90
3 | Detroit, Ml 8PM 6AM -83.18 42.3
4| Pittsburg, PA 8PM 6AM -80.08 40.43
5| Houston, TX 8PM 6AM -95.3% 29.97
6 | San Antonio, TX 8PM 6AM -98.47 29.93
7 | Austin, TX 8PM 6AM -97.70 30.3(
8 | Oklahoma City, OK 8PM 6AM -97.60 35.40
9 | Jackson, MS 8PM 6AM -90.08 32.32
10 | New Orleans, LA 8PM 6AM -90.1p 29.95
11| El Paso, TX 8PM 6AM -106.4PD 31.40
Table 7.4:Selected hubs for Case Study 3
No. Location SST SET Longitude Latitude
1 | Louisville, KY 11PM 3AM -85.70 38.2
2 | Dallas, TX 10PM 3AM -97.03 32.9D
Note: All times are local standard times.
Table 7.5:0/D demand matrix for Case Study 3
O/D 1) 2 (3 4 ©)] (6) @) (8) 9) (10) (11)
(1) 0 0 0 0 2,596 49] 519 599 1,169 5P9 1,169
(2) 0 0 0 0 907 234 761 1238 1,216 1,238 1,276
(3) 0 0 0 0 547 738 872 83b 307 886 3p7
(4) 0 0 0 0 2,433 664 808 801 715 801 175
(5) 1,006 720 587 3,338 D D 0 0 0 0 0
(6) 791 362 778 966 ( D D 2,837 0 0
(7) 1,169 1,276 307 77% D D 0 0 0 0 0
(8) 548 771 773 921 [( ) D D 0 0 0
(9) 1,169 1,276 307 77% D 2,847 0 0 0 0 0
(10) 548 771 773 921 ( D D 0 0 0
(11) 1,169 1,276 307 77% D D 0 0 0 0 0
Table 7.6:Hub characteristics for Case Study 3
Hub No. 1 2
Unit sorting cost,c!! ($/package) $0.10-0.60 $0.10-0.6p
Unit storage costg:g1 ($/package) $0.02-0.12 $0.02-0.1p
Landing capacity (#aircraft/hour) 40 40
Take-off capacity (#aircraft/hour) 50 50
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Table 7.7:Aircraft characteristics for Case Study 3

Aircraft Type No. 1
Availability 20
Capacity (packages) 50,000
Avg. Cruising Speed (mph) 550
Aircraft Loading/Unloading Time (min) 20
Operating Cost/mile ($/mile) $7-1p
Take-Off/Landing Cost $300
Ownership Cost/Day/Aircraft $16,000

Table 7.8:GA parameters for Case Study 3

Population Size 20

#Population for crossover, 6

#Population for randomly mutation, | 4

#Population for best mutatiom 2

Termination 20 generations w/o improvement

We vary the input data along three dimensions: bpérating cost, aircraft
operating cost and demand levels. Figures 7.229 d@emonstrate the results of the
variation. It can be seen that:
1. Two-stage operation benefits the system when haewgr hub operating
cost or higher aircraft operating cost, as was prely concluded in
section 6.5.1.

2. Two-stage operation benefits the system at low demamdiescribed in
section 6.5.1.

In Figures 7.25, 7.27 and 7.29, the formation aites connecting to the
interhub route and the percentage of hub sortirgj compared to the total system

cost are analyzed. We defing  Pattéonpe a number of flights connecting to the

interhub route.
In Figure 7.25 when demand level = 100%, we categdhe route formation

into two groups, A and B, where(A) = @nd n(B) = 3 In group A, the two-stage
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operation can benefit the system despite low atrapadrating cost ($7/aircraft-mile)
by having only two routes connecting to the interholte. At $7/aircraft-mile,
having more than two routes would increase hub operaiost and a single-stage
would be preferred. In the case of higher aircraiit wperating cost (above $7),
consolidating packages for two-stage operation thiteée routes, which results in less
lower aircraft operating cost, overcomes the adagidnub operating cost.

In Figure 7.27 when demand level = 150%, the roateétion is classified
into three groups, A, B and C, when¢A) =n(B) = ad n(C) = 3 The discussion
in Figure 7.25 is also applicable for comparing Al &to C. Although the number of
routes connecting to an interhub route is the stongroups A and B, the package
flows in case A are less than in case B.

In Figure 7.29 when demand level = 200%, we onlg fome pattern of route

formation, n(A) = 2 At higher demand level, diverging routes to coisae twice is

not favorable due to high hub operating cost. lhased that the hub operating cost

depends of the amount of package flows that areotidased.
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Cost Saving from Two-Stage Operation at Demand = 096
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Figure 7.24:Cost saving from two-stage operation at 100% demand
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Figure 7.25: Percentage of hub sorting cost at 100% demand
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Total Cost ($)

Cost Saving from Two-Stage Operation at Demand = 086
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Figure 7.26:Cost saving from two-stage operation at 150% demand
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Figure 7.27:Percentage of hub sorting cost at 150% demand
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Cost Saving from Two-Stage Operation at Demand = 206
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Figure 7.28:Cost saving from two-stage operation at 200% demand
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Figure 7.29:Percentage of hub sorting cost at 200% demand
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R

(a) Two-Stage, AC = $8, HC = $0.1, d=100% (b) Two-Stage, AC = $8, HC = $0.2, d=100%

Figure 7.30:Change in two-stage network configuration
when unit hub sorting cost increases

e

(a) Two-Stage, AC = $8, HC = $0.1, d=150% (b) Two-Stage, AC = $12, HC = $0.1, d=150%

Figure 7.31:Change in two-stage network configuration
when unit aircraft operating cost increases

Figures 7.30 and 7.31 depict the change in routadton when (1) unit hub
operating cost and (2) unit aircraft operating a@sl/, respectively.

We earlier (in section 6.5.1) concluded that the-stame operation benefits
the system when demands are low (comparing to teeatiicapacity). However, as
we keep increasing the demand level, we find thengavat demand levels of 1050%

(A), 1100% (B), and 1300% (C), as shown in Figur7.3
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Total Cost vs. Varying Demand

Commodity (Sorted by Net Slack)
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Figure 7.32:Cost saving from two-stage operation as demandasese
Detailed Slack Loss Analysis by Commodity
1.0
Far East Airports
0.5 to .
Far West Airports
0.0 e e e e s
w 46 51 56
T 05
£ S>/stem Slack Loss = 0.96 Hrs
& -Lo
S
& -15-
(9]
-2.0 Far West Airports —$—Pickup 7
to —— Delivery
2.5 Far East Airports Net 1+
—— System
-3.0

Figure 7.33:Detailed slack gain/loss analysis by commodity
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From Figure 7.33, we demonstrate the detailed gaok/loss by commodity
when unit aircraft operating cost = $10/mile, unibhsorting cost = $0.1/package,
and demand level = 100%. For side-by-side comparefooperations, we combine
the pickup and interhub slacks and represent treepickup slack. Although the two-
stage operation saves about 7.6% of total cosin(fayure 7.24), the overall system
slack decreased by about 0.96 hours/package ot 4Gdwfo. The highest slack loss
occurs when shipping from Oklahoma City, OK to Detrdl] with 2.96
hours/package, while we surprisingly gain slack fackages originating in
Indianapolis, IN, Chicago, IL, Detroit, Ml or Pittsigy PA to a western destination at
El Paso, TX. The gain in slack when shipping front éasvest is from the additional
slack from interhub route due to the differencesamting time windows in different
time zones.

In addition, the high variation in slack occurswé&d pickup portions
(including interhub route for two-stage), while thariation in slack on the delivery
routes is significantly small. This is quite unsismg. By using the hub sort end time
as the reference point, both single-stage and tagesbperate after this point for
delivery routes similarly. On the contrary, befohe thub sort end time, the single-
stage only consists of pickup routes, while bothkygc and interhub routes are

operated in two-stage.
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Two-Stage Sorting Capacity Utilization, AC = $8, &= 100%
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Figure 7.34:Utilization of hub sorting capacity

Figure 7.34 compares the utilization of hub sortocapacities in the two
systems. In our study, the utilization of hub swagticapacity is defined as the
percentage of sorting capacity used compared tdékgned sorting capacity. Given
a fixed sorting time window and having an objectivertinimize the hub sorting cost,
the utilization in the single-stage operation kely to be constant at 100% because
(1) most of packages arrive close to the sort stare (SST) and (2) they have
enough sorting time until the sort end time (SEJ). the other hand, the utilization
of hub sorting capacity for two-stage operation igigantly varies from 21% and 41
% when unit hub sorting costs are $0.1/package 8ritigackage, respectively. This
occurs because the system must provide higherrtbanal capacity to speed up the
completion time so that packages can be transpergéenhterhub flights, as expected

from Figure 3.11. At a unit hub sorting cost of $0rore packages connect to an

149



interhub flight than at unit hub sorting cost of.&0Therefore, as more packages

connect to interhub flights, the variation in wdtion increases.

7.8.2 Case Study 4: 2 Hubs at Louisville, KY and ColumbiaSC

In this study, we consider the regional hub in Cdian SC and its nearby service
centers. The purpose of this case study is to exgiow slack affects the system
when a regional hub is located east of the major fiables 7.9 — 7.11 are the new
input data for Case Study 4, while other inputsearen Case Study 3.

To be able to compare the benefit/impact of the stage operation, we select
the service centers so that they can benefit fioeninterhub route. One interesting
finding is that the two-stage network requires mawise centers to outperform the
single-stage one, i.e., 13 service centers comgar@dn Case Study 3. This is due to
lesser distance saving between Louisville, KY andu@dlia, SC compared to the
greater distance saving between Louisville, KY andd3alll’X. Figure 7.35 depicts

the saving from the two-stage operation for Casdys4u

150



Table 7.9:Selected service centers for Case Study 4

No. Location EPT LDT Longitude Latitude
1 | Indianapolis, IN 8PM 6AM -86.29 39.7183
2 | Chicago, IL 8PM 6AM -87.64 419
3 | Milwaukee, WI 8PM 6AM -87.99 43.0%
4 | Minneapolis, MN 8PM 6AM -93.36 44.98
5 | St. Louis, MO 8PM 6AM -90.37 38.7pb
6 | Kansas City, MO 8PM 6AM -94.6p 39.42
7 | Orlando, FL 8PM 6AM -81.32 28.48
8 | Atlanta, GA 8PM 6AM -84.47 33.6p
9 | Jacksonville, FL 8PM 6AM -81.68 30.35
10 | Savannah, GA 8PM 6AM -812 32.13
11 | Charlotte, NC 8PM 6AM -80.9B 35.22
12 | Charleston, SC 8PM 6AM -80.03 32.9
13 | Tampa, FL 8PM 6AM -82.58 27.97
Table 7.10:Selected hubs for Case Study 4
No. Location SST SET Longitude Latitude
1 | Louisville, KY 11PM 3AM -85.70 38.2
2 | Columbia, SC 11PM 3AM -81.1p 33.95

Note: All times are local standard times.

Table 7.11:0/D demand matrix for Case Study 4

Q 1@ 16 |@&H [ [6 | @O 6| O 9] Ayl (12) (13)

@) 0 0 o] ™ 0 o 1,284 ) 67k 102 0 2p4 1381
@) 0 0 0 0 0 of 149 1,341 201 166 5p7 216 434
®) 0 0 0 0 0 0f 204 807 1249 313 763 238 08
@ | 714 0 0 0 0 o 306 149 1194 157 1128 1816 [f72
(5) 0 0 0 0 0 0] 933 Q 814 742 635 15 8§p2

(6) 0 0 0 0 0 0f 759 234 238 1379 1265 H24 116
(7) | 656] 1,141] 974 1,016 381 841 0 0 0 0 0 0 0
(8) 0[ 269| 1,150 397 9 75p D 0 0 0 0 0 0

9 | 269] 189 253 1,389 52p 1,240 0 0 0 0 0 0 0
(10)| 416 1,167 579 517 1,417 648 0 0 0 0 0 0 0
(11) 0[1388] 1,161 16] 16 184 0 0 0 0 0 0 7eo
(12)[ 1,158 1,442] 764 872 1,203 1,348 0 0 0 0 0 0 0
(13)[ 190 1,094 1,003 361 1,096 1,006 0 0 0 0 621 0 0
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Cost Saving from Two-Stage Operation at Demand = 096
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Figure 7.35:Cost saving from two-stage operation for Case Study
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Figure 7.36:Detailed slack gain/loss analysis by commodity, Cisely 4
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Figure 7.36 demonstrates the detailed slack aisaligs a unit aircraft
operating cost = $10/mile, and a unit hub sortiongtc= $0.1/package. We find
another interesting point in slack loss when theoregy hub is located east of the
main hub. In Case Study 4, the two-stage operatieldsya small loss in slack of

about 0.07 hours/package or 1%. This is signifigdess than for Case Study 3.

7.9 Summary

In this chapter, we present the Genetic Algorithmsfaving the air express network
design problem, including both single and two-staggeration. The model
representation consists of two parts: grouping sspr&tion and aircraft route
representation. The first representation conttodssearch space by means of the hub
assignment problem, while the second is used termdte the optimal network
design according to the grouping representationeidé operators are developed for
both representations to facilitate the search. @uéh¢ complexity in forming the
two-stage operation, user-defined interhub routshgansidered to guide the search.
The model also captures several operational pes;tiacluding aircraft balancing at
each service center and hub, aircraft availabiliyb sorting capacity and storage
size. In addition, post-solution analysis was intiwetl to determine system slack.
Importantly, the GA model demonstrates significahtlys computational time and is
able to find a good optimal solution compared t® éxact model using the Column

Generation Approach.
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Chapter 8

Large System Computational Analyses

In chapters 6 and 7, two different solution appreacmamely column generation and
GA, were exploited to analyze the possible benefitsmofstage operation in small
problems. In the performance comparison of the tppr@aches in section 7.7, a
good optimal solution is obtained with significanthss computational time when
employing the GA model. In this chapter, we apply B& approach to solve

relatively large problems using the data from the 150 metropolitan areas in the
United States, as shown in Table 8.1. It is noted tiina longitude and latitude in

Table 8.1 indicate the nearest airport locatioth&d particular metropolitan area.

The objectives of solving these large problems are:
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1. To illustrate the applicability and reasonablenessthe GA model
developed in the previous chapter.
2. To verify the findings from the small problem anairgmore insights on
the effects of two-stage operation in a larger neétwo
Section 8.1 outlines the computational analysesigmats of this chapter. We
first demonstrate the computation performance bying the network size in section
8.2. A numerical example is then analyzed usingsthgle two-stage routing strategy
in section 8.3, in which there are interhub flightdy from one regional hub to the
main hub. The multiple two-stage routing strategycasidered in section 8.4.
Additional analyses are performed for different @ftc mix and demand levels in
section 8.5, and the impacts in economies of dwalaircraft mix in section 8.6. The

findings are then summarized in section 8.7.
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Table 8.1: Top 150 metropolitan areas in the United States

No. [ Metropolitan statistical areas Population Long. Lat.
1 | New York-Northern New Jersey-Long Island, NY-NA-P 18,747,320 -73.78 40.6p
2 | Los Angeles-Long Beach-Santa Ana, CA 12,923,p47118.40 33.93
3 | Chicago-Naperville-Joliet, IL-IN-WI 9,443,356 -8B 41.90
4 | Philadelphia-Camden-Wilmington, PA-NJ-DE-MD 5,823 -75.25 39.84
5 | Dallas-Fort Worth-Arlington, TX 5,819,47b -97.03 32.90
6 | Miami-Fort Lauderdale-Miami Beach, FL 5,422,2p0 80.28 25.82
7 | Houston-Sugar Land-Baytown, TX 5,280,077 -95|35 9.92
8 | Washington-Arlington-Alexandria, DC-VA-MD-WV 5,21666 -77.46 38.94
9 | Atlanta-Sandy Springs-Marietta, GA 4,917,717 424 33.65
10 | Detroit-Warren-Livonia, Ml 4,488,335 -83.18§ 42.3B
11 | Boston-Cambridge-Quincy, MA-NH 4,411,885 -71/03 42.37
12 | San Francisco-Oakland-Fremont, CA 4,152,688 5P 37.69
13 | Riverside-San Bernardino-Ontario, CA 3,909,954 117-45 33.95
14 | Phoenix-Mesa-Scottsdale, AZ 3,865,077 -112.04 33.4B
15 | Seattle-Tacoma-Bellevue, WA 3,203,314 -122.3( 47.46
16 | Minneapolis-St. Paul-Bloomington, MN-WI 3,14297Ff -93.36 44,93
17 | San Diego-Carlsbad-San Marcos, CA 2,933,462 0Bl 32.70
18 | St. Louis, MO-IL 2,778,518 -90.37 38.7p
19 | Baltimore-Towson, MD 2,655,675 -76.59 39.2B
20 | Tampa-St. Petersburg-Clearwater, FL 2,647,658 2.538 27.97
21 | Pittsburgh, PA 2,386,074 -80.09 40.4B
22 | Denver-Aurora, CO1 2,359,994 -104.871 39.7b
23 | Cleveland-Elyria-Mentor, OH 2,126,318 -81.64 41.50
24 | Portland-Vancouver-Beaverton, OR-WA 2,095,861 22-60 45.60
25| Cincinnati-Middletown, OH-KY-IN 2,070,441 -84.95 39.08
26 | Sacramento--Arden-Arcade--Roseville, CA 2,042,928 -121.55 38.61
27 | Kansas City, MO-KS 1,947,694 -94.64 39.2p
28 | Orlando-Kissimmee, FL 1,933,255 -81.33 28.4p
29 | San Antonio, TX 1,889,797 -98.47 29.5
30 | San Jose-Sunnyvale-Santa Clara, CA 1,754{988 1.922 37.37
31 | Las Vegas-Paradise, NV 1,710,551| -115.17% 36.08
32| Columbus, OH 1,708,625 -82.84 40.0f
33 | Virginia Beach-Norfolk-Newport News, VA-NC 1,6846 -76.28 36.9$
34 | Indianapolis-Carmel, IN 1,640,591 -86.21 39.7B
35 | Providence-New Bedford-Fall River, RI-MA 1,62206 -71.43 41.73
36 | Charlotte-Gastonia-Concord, NC-SC 1,521,278 9B(. 35.22
37 | Milwaukee-Waukesha-West Allis, WI 1,512,855 [¢:374 43.04
38 | Austin-Round Rock, TX 1,452,529 -97.70 30.3p
39 | Nashville-Davidson--Murfreesboro, TN 1,422,544 86.68 36.12
40 | New Orleans-Metairie-Kenner, LA 1,319,367 -90{10 29.95
41 | Memphis, TN-MS-AR 1,260,905 -90.0d 35.0p
42 | Jacksonville, FL 1,248,371 -81.63 30.3p
43 | Louisville-Jefferson County, KY-IN 1,208,452 -86 38.21
44 | Hartford-West Hartford-East Hartford, CT 1,188,2 -72.65 41.73
45 | Richmond, VA 1,175,654 -77.33 37.5)p
46 | Oklahoma City, OK 1,156,812 -97.60 35.4
47 | Buffalo-Niagara Falls, NY 1,147,711 -78.73 42.9B
48 | Birmingham-Hoover, AL 1,090,126 -86.74 33.5
49 | Rochester, NY 1,039,028 -77.67 43.1p
50 | Salt Lake City, UT 1,034,484 -111.97 40.78

Source: Annual Estimates of the Population of Metlidgn and Micropolitan
Statistical Areas: April 1, 2000 to July 1, 2005, UC&nsus Bureau
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Table 8.1: Top 150 metropolitan area in the United States {(Ton

No. [ Metropolitan statistical areas Population Long. Lat.
51 | Raleigh-Cary, NC 949,681 -78.78 35.8f
52 | Tucson, AZ 924,786 -110.93 32.1p
53 | Bridgeport-Stamford-Norwalk, CT 902,775 -73.013 1.4
54 | Tulsa, OK 887,715 -95.90 36.2{
55 | Fresno, CA 877,584 -119.72 36.7f
56 | Albany-Schenectady-Troy, NY 848,879 -73.80 42.7
57 | New Haven-Milford, CT 846,766 -72.67 41.2%
58 | Dayton, OH 843,577 -84.20 39.90
59 | Omaha-Council Bluffs, NE-1A 813,170 -95.90 41.30
60 | Albuquerque, NM 797,940 -106.60 35.0p
61 | Oxnard-Thousand Oaks-Ventura, CA 796,106  -119.20 34.20
62 | Allentown-Bethlehem-Easton, PA-NJ 790,535 -75.43 40.65
63 | Worcester, MA 783,262 -71.87 42.2%
64 | Grand Rapids-Wyoming, Ml 771,185 -85.52 42.8
65 | Bakersfield, CA 756,825 -119.0§ 35.48
66 | Baton Rouge, LA 733,802 -91.15 30.58
67 | El Paso, TX 721,598 -106.4Q 31.8
68 | Akron, OH 702,235 -81.46 41.04
69 | Columbia, SC 689,878 -81.12 33.9
70 | Springfield, MA 687,264 -72.53 42.2(
71 | McAllen-Edinburg-Mission, TX 678,275 -98.23 26.1
72 | Greensboro-High Point, NC 674,500 -79.95 36.0
73 | Sarasota-Bradenton-Venice, FL 673,035 -82.55 27.40
74 | Poughkeepsie-Newburgh-Middletown, NY 667,742 .184  41.50|
75 | Stockton, CA 664,116 -121.25 37.9p
76 | Toledo, OH 656,696 -83.80 41.6{)
77 | Knoxville, TN 655,400 -83.98 35.88
78 | Syracuse, NY 651,763 -76.12 43.1%
79 | Little Rock-North Little Rock, AR 643,27P -92.15 34.92
80 | Charleston-North Charleston, SC 594,899 -80.03 32.9(
81 | Youngstown-Warren-Boardman, OH-PA 593,168 -80.67 41.27
82 | Greenville, SC 591,251 -82.35 34.8
83 | Colorado Springs, CO 587,500 -104.72 38.8p
84 | Wichita, KS 587,055 -97.43 37.6
85 | Scranton-Wilkes-Barre, PA 550,546 -75.73 41.3
86 | Cape Coral-Fort Myers, FL 544,758 -81.87 26.5
87 | Boise City-Nampa, ID 544,201 -116.22 43.5]f
88 | Lakeland, FL 542,912 -81.95 28.0
89 | Madison, WI 537,039 -89.33 43.1
90 | Palm Bay-Melbourne-Titusville, FL 531,250 -80.63 28.10
91 | Jackson, MS 522,580 -90.08 32.3k
92 | Des Moines-West Des Moines, IA 522,464 -93165 53
93 | Harrisburg-Carlisle, PA 521,812 -77.42 40.3f
94 | Augusta-Richmond County, GA-SC 520,332 -81{97 .38
95 | Portland-South Portland-Biddeford, ME 514,227 0.32 43.65]
96 | Modesto, CA 505,505 -120.95 37.68
97 | Chattanooga, TN-GA 492,126 -85.20 35.0
98 | Lancaster, PA 490,562 -76.30 40.1
99 | Deltona-Daytona Beach-Ormond Beach, FL 490,p55 81.05 29.18

100 | Ogden-Clearfield, UT 486,842 -112.02 41.1B

Source: Annual Estimates of the Population of Metlidgn and Micropolitan
Statistical Areas: April 1, 2000 to July 1, 2005, UC&nsus Bureau

157



Table 8.1: Top 150 metropolitan area in the United States {(Ton

No. [ Metropolitan statistical areas Population Long. Lat.

101 | Santa Rosa-Petaluma, CA 466,477 -122.82 38.5p
102 | Durham, NC 456,187 -78.78 35.8f
103 | Lansing-East Lansing, Ml 455,315 -84.60 42,7
104 | Provo-Orem, UT 452,851 -111.72 40.2pp
105 | Winston-Salem, NC 448,629 -80.23 36.1
106 | Flint, Ml 443,883 -83.75 42 .9
107 | Spokane, WA 440,706 -117.53 47.6[8
108 | Pensacola-Ferry Pass-Brent, FL 439,877 -87.32 30.3
109 | Lexington-Fayette, KY 429,889 -85.00 38.0
110 | Corpus Christi, TX 413,553 -97.50 27.7¢
111 | Salinas, CA 412,104 -121.6Q 36.6[f
112 | Vallejo-Fairfield, CA 411,593 -122.28 38.21
113 | Visalia-Porterville, CA 410,874 -119.40Q 36.3p
114 | Canton-Massillon, OH 409,996 -81.43 40.92
115| York-Hanover, PA 408,801 -76.73 39.9
116 | Fayetteville-Springdale-Rogers, AR-MO 405,101 94.17 36.00
117 | Fort Wayne, IN 404,414 -85.20 41.0(
118 | Mobile, AL 401,427 -88.25 30.6
119 | Manchester-Nashua, NH 401,291 -71.43 42.9
120 | Santa Barbara-Santa Maria, CA 400,762 -119.83 34.48
121 | Springfield, MO 398,124 -93.38 37.2
122 | Reading, PA 396,314 -75.97 40.3
123 | Reno-Sparks, NV 393,946| -119.78 39.5
124 | Asheville, NC 392,831 -82.55 35.4
125 [ Beaumont-Port Arthur, TX 383,530 -94.02 30.5
126 | Shreveport-Bossier City, LA 383,233 -93.75 32.5p¢
127 | Port St. Lucie-Fort Pierce, FL 381,033 -80.37] 27.50
128 | Brownsville-Harlingen, TX 378,311 -97.43 25.90
129 | Davenport-Moline-Rock Island, IA-IL 376,309 9P 41.45
130 | Salem, OR 375,560 -123.00 44.9p
131 | Peoria, IL 369,161 -89.68 40.6}
132 | Huntsville, AL 368,661 -86.77] 34.6
133 | Trenton-Ewing, NJ 366,256 -74.82 40.2
134 | Montgomery, AL 357,244 -86.40 32.3(
135 | Hickory-Lenoir-Morganton, NC 355,654 -81.38 35.7
136 | Killeen-Temple-Fort Hood, TX 351,528 -97.68 31.0
137 | Anchorage, AK 351,049 -150.02 61.1f
138 | Evansville, IN-KY 349,543 -87.53 38.0
139 | Fayetteville, NC 345,536 -78.88 35.0(
140 | Ann Arbor, Ml 341,847 -83.75 42.2%
141 | Rockford, IL 339,178 -89.10 42.2(
142 | Eugene-Springfield, OR 335,180 -123.22 44.1p
143 | Tallahassee, FL 334,886 -84.37| 30.3
144 | Kalamazoo-Portage, Ml 319,348 -85.55 42.2
145 | South Bend-Mishawaka, IN-MI 318,156 -86.32 41.70
146 | Wilmington, NC 315,144 -77.92 34.2
147 | Savannah, GA 313,883 -81.20 32.1
148 | Naples-Marco Island, FL 307,242 -81.80 26.1
149 | Charleston, WV 306,435 -81.60 38.3f
150 | Ocala, FL 303,442 -82.22 29.1f

Source: Annual Estimates of the Population of Metlidgn and Micropolitan

Statistical Areas: April 1, 2000 to July 1, 2005, UC&nsus Bureau
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8.1 Outline of Computational Analyses and Inputs
According to the UPS 2005 Annual Report, the averaly gpackage volume for
next day air is 1.23 millions, with a 3.4% increasenpared to year 2004. In sections
8.3, we compare the single-stage operation to thestage operation, in which the
single two-stage routing is considered. A scenarichef UPS network is analyzed
using the top 100 locations from Table 8.1 by assgn®.8 million total daily
packages, respectively. After analyzing the poténtiast saving of individual
regional hubs, the two-stage operation with multipd®-stage routings to the
promising regional hubs is considered in sectiagh 8 which five scenarios with
different demand levels, ranging from 0.8 milliom 1.2 million are analyzed. In
section 8.5, impacts of congested networks andadiromix on the two systems are
examined on the randomly selected 40 locations fii@ahle 8.1. Using the same
selected 40 service centers, additional tests arformed to better understand the
effects of economies of scale in aircraft in set8®%.

O/D demand matrices are generated for each case, théh following
characteristics:

1. A gravity model is used to generate demand of eaEhp@ir by assuming the

total number of packages shipping through theidigtion network to beQ.

2. As in current practice, whenever packages can bepoated via ground
service without jeopardizing their critical time teggments, we exclude those
packages from the air network. In this study, thOge flows with distances
under 400 miles are neglected.

3. Hub demands are excluded from this study.
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From (1) and (2), let, andd, be the distance between commodityand its

demand, respectively. L&l be the number of population in metropolitan are#/e

have

> aBPoyyPogy = 2.4 =Q (8.1)
kOK kOK

where

a = Constant factor that meets equation 8.1

By =1if I, = 400, O otherwise

O(k) = Origin of commodityk

D(k) = Destination of commoditk

The UPS air hubs within the United States are lodatéduisville, KY (main
US hub), Philadelphia, PA, Dallas, TX, Ontario, CA, Roc#f IL, Columbia, SC,
and Hartford, CTIn this study, we consider 5 hubs, which are locaugte far apart,
as shown in Table 8.2. The earliest pickup time (E&#0 latest delivery time (LDT)
for all service centers by time zones are shownahld 8.3. Table 8.4 provides the
input data for aircraft characteristics, in whichceaft types 1 and 2 represent Boeing
757-200 and 747-400, respectively. Because theladaiinformation about the
maximum payload is in pound units and this entmalgsis focuses on number of
packages, we obtain the aircraft capacity by assynaim average weight of 5

Ibs/package. Table 8.5 shows the GA input parametdlss analysis.
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Table 8.2:UPS hub locations for Case Study 5

No. Location SST SET Longitude Latitude
1 | Louisville, KY 11PM 5AM -85.70 38.2
2 | Philadelphia, PA 11PM 5AM -75.2H 39.38
3 | Columbia, SC 11PM 5AM -81.1p 33.5”5
4| Dallas, TX 10PM 5AM -97.04 32.9|D
5 | Ontario, CA 8PM 5AM -117.4% 33.96

Note: All times are local standard times.

Table 8.3:Hub characteristics for Case Study 5

Hub No. 1 2-4

Unit sorting cost,cQ ($/package) $0.10 $0.10

Unit storage costg:;1 ($/package) $0.02 $0.02

Landing capacity (#aircraft/hour) 8 40

Take-off capacity (#aircraft/hour) 10 %0

Table 8.4:EPT and LDT for Case Study 5

No. Time Zone EPT LDT
1| EST 8PM 8AM
2| CST 7PM 8AM
3| MST 6PM 8AM
4| PST 5PM 8AM

Note: All times are local standard times.

Table 8.5: Aircraft characteristics for Case Study 5

Aircraft Type No. 1

Availability 300 50

Capacity (packages) 16,000 50,0p0

Max. Flying Range(mi.) 3,600 5,600

Avg. Cruising Speed (mph) 550 5430

Aircraft Loading/Unloading Time (min) 30 30

Operating Cost/mile $9 $21

Take-Off/Landing Cost $300 $6Q0

Ownership Cost/Day/Aircraft $16,000 $44,000

! Maximum flying distance at the maximum payload
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Table 8.6: GA parameters for Case Study 5

Population Size 10

#Population for grouping crossovert,

#Population for grouping mutatiom,

#Population for best mutate

2
2
#Population for randomly mutate, 1
1
2

Termination 0 generations w/o improvemet

In this study, for investigating the potential s@yof interhub flights between
all regional hubs and major hubs, we extend thangptime window to ensure the
connectivity of flights between hubs and having ejiotime to sort packages. For
example, the sorting time of the Ontario, CA hub bsgarly so that, including the
flight time, the interhub flight can meet the serid time at Louisville, KY. In
addition, we ensure that all interhub flights arratehe downstream hubs at least one
hour before the sort end time.

In this chapter, all runs are performed on Penéyr8.2 GHz with 2 GB Ram
and UNIX Sun Sparc V250. Due to of sharing resouroetheé UNIX system, all

computational times are reported using Pentiunmg.ru

8.2 Computational Performance
To demonstrate the computational performance wheyingathe network size, the

following input characteristics are used in the:test
* To consider only the effect of the network size, waribute the demand at
each service center equally — without considering gnavity model as
described in section 8.1. In addition, to have atonstrained interhub

capacity environment, we saf = 150,000 packages so that all packages can

be transported via interhub flights if that optieszhe system cost.
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 To compare the single-stage and two-stage operatootwo-hub network is
considered, with hubs at Louisville, KY and ColumIS&..

Figure 8.1 compares the computational performafdbeotwo operations at
various network sizes. The computation time is terage time on 5 different runs
on Pentium 4, with 3.2 GHz and 2 GB Ram. The resoligcate that the run times
increase more than linearly with network size. The times for two-stage operation

generally exceed those of single-stage operatigrapproximately 25-45%.

Run Time vs #Service Centers

40,000
35,000
5 30,000 1

M single-staged two—stage‘

N
a1
o
o
o

20,000 —
15,000 —
10,000 —

5,000 { —
0 , =
80

20 40 100

Run Time (sec

. 60
#Service Centers

Figure 8.1: Computational performance vs. network size

8.3 Case Study 5: Single Location Two-stage Operation

In this analysis, we determine the optimal distitnutnetwork using the top 100
locations from Table 8.1 with 0.8 million total pages. We analyze different
interhub routing strategies and vary their interltapacity for two-stage operations.
The optimal solution of each scenario is extractedompare the cost elements and

system characteristics to the single-stage oneer8krxouting strategies for interhub
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flights are tested by varying the location of regibhubs, in which all routes are
originated/destined from the main hub location, ia@ Louisville, KY. The interhub

flights’ capacities,u, , are varied to verify the utilization of interhdlight until

finding the unconstrained capacity environment,, itbe load factor of interhub
flights is below 100%.

In this section, we focus on determiningiagle locationtwo-stageoperation
with two pre-selected hubs, in which there are ontgrhlmub flights between one
specific regional hub and the main hub. The objeds to analyze the effects of two-
stage operation for each regional hub locationeiLat this chapter, anultiple
locationtwo-stage operation will be examined.

Tables 8.7 — 8.10 compare the optimal solutionsimgle-stage operation to
two-stage operations by varying interhub routingtsigies and its capacities. The
analyses first examine a single location two-stgggration from the furthest eastern
regional hub to the furthest western hubs respdygtive., from the Philadelphia hub
to the Ontario hub. For easy reference, we denoteinieehub routing between
Louisville, KY and Philadelphia, PA as KY-PA, and so &ins noted that, in each
case, the result shown is the best optimal solufmmnd from 10 different
replications.

In Tables 8.7 — 8.10, the information is dividedoiright blocks. The first
block, row 1 — 4, presents the total and detailest dostribution, including aircraft
cost and hub operating cost. The second block, row & presents the system’s
utilization by means of package-miles, capacityesiiand the resulting load factor.

The third block, row 8 — 10, demonstrates anothsight into the aircraft utilization
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by means of the number of aircraft legs per aitqea¥ég. Legs/Aircraft). The fourth
block, row 11 — 13, shows the resulting system skaclpost-solution analysis. For
comparison with single-stage operation, the interslabks are included in the pickup
slack. The fifth block (row 14 — 19) and the sixtlodk (row 20 — 25) present the
hubs’ designed capacity and their associated atitin. It is noted that the hub
utilization is the percentage of capacity usage mamed to the maximum designed
capacity over time. The last block, row 26 — 27 igates the average solution time
required to solve the GA model until satisfying ttemination criteria, i.e., no
improvement within 20 generations. In addition, tls&pw the variation in optimal
solution among different runs by means of the ¢oefft of variation.

The detailed slack loss analyses by O/D zones anadeb in Tables 8.11 —
8.14 for each interhub routing alternative, whilgufes 8.2 — 8.6 demonstrate the
resulting optimized network configurations for segtage and various two-stage

operations.
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Table 8.7:Scenario analysis: UPS network with 100 SQs7 0.8M packages, and two-stage KY-PA routing

o ional T Single- Two-stage: KY-PA
perational Type stage u,=50000 | %Chg | u =100000 | %Chg [ u =150000 | %Chg

Total daily operating cost (TDOC) $2,533,5p0 $2,594,280 2.4% $2,552,96( 0.8% $2,550,61( 0.7%

« Aircraft ownership cost $1,168,000 $1,168,000 0.0% $1,152,00( -1.4% $1,164,00( -0.3%

«  Aircraft operating cost $1,344,830 $1,397,491 3.9% $1,364,717 1.5% $1,338,603 -0.5%

e Hub operating cost $20,760 $28,789 38.7% $36,243 74.6% $48,000 131.2%
Load Factor 639 61% -2.3% 6290 -1.6% 1% 0.3%

» Package-Miles 1,462 1,465 0.29 1,454 -0.5% 1,476 1.0%

« Capacity-Miles 2,306 2,399 4.09 2,358 2.0% 2,318 0.5%
#lLegs 256 244 -4.7% 238 -7.0P6 32 -9.4%
#Aircraft 62/4 62/4 61/4 59/
Avg. Legs/Aircraft Day 3.88 3.70 -4.7% 3.66 -5.6% .63 -6.5%
Slack (hours/package) 6|1 2.82 -54% 3.23 -47% 3.37 -45%

»  Pickup 5.02 1.72 -66%4 2.04 -59% 2.16 -57%

e Delivery 1.08 1.09 1% 1.19 10% 1.21 120%
Hub sorting capacity

» Louisville, KY 110,459 148,78( 35% 167,913 52% 243,263 1320%

e Philadelphia, PA 1,800 70,000 3789% 137,789 7555% 207,977 114pH4%

» Columbia, SC 21,081 12,753 -40% 9,928 -53% 8,438 -60%

« Dallas, TX 0 0 NA 0 NA NA

» Ontario, CA 0 0 NA 0 NA NA
Hub sorting utilization

* Louisville, KY 100% 81% -19% 74% -26% 51% -49%

» Philadelphia, PA 100% 24% -76% 24% -76% 25% -75%

»  Columbia, SC 100% 100% 0% 83% -17% 82% -18%

« Dallas, TX 0% 0% 0% 0% 09 0% 0%

»  Ontario, CA 0% 0% 0% 0% 09 0% 0%
Avg. Run Time (Hrs.) 9.5 11.9 25% 12\3 29% 12 26%
TDOC Coefficient of Variation (%) 1.9% 1.7% -0.2p6 1% -0.8% 1.4% -0.59
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Table 8.8:Scenario analysis: UPS network with 100 SQs7 0.8M packages, and two-stage KY-SC routing

o ional T Single- Two-stage: KY-SC
perational Type stage u,=50000 | %Chg | u =100000 | %Chg [ u =150000 | %Chg

Total daily operating cost (TDOC) $2,533,5p0 $2,503,010 -1.2% $2,472,69( -2.4% $2,459,35( -2.9%

« Aircraft ownership cost $1,168,000 $1,144,000 -2.1% $1,128,00( -3.4% $1,124,00( -3.8%

» Aircraft operating cost $1,344,830 $1,331,655 -1.0% $1,311,348 -2.5% $1,296,944 -3.6%

e Hub operating cost $20,760 $27,355 31.8% $33,342 60.6% $38,406 85.0%
Load Factor 639 65% 1.3% 67%0 3.6% 67% 3/6%

» Package-Miles 1,462 1,465 0.29 1,498 2.5% 1,40 1.9%

» Capacity-Miles 2,306 2,264 -1.89 2,237 -3.0% 2,2R4 -3.6%
#lLegs 256 264 3.1% 256 0.0po 252 -1.6%
#Aircraft 62/4 66/2 65/2 62/8
Avg. Legs/Aircraft Day 3.88 3.88 0.1% 3.82 -1.5% 88 0.0%
Slack (hours/package) 6|1 3.23 -47% 3.6 -41% 3.31 -46%

* Pickup 5.02 2.17 -57% 2.6 -48% 2.29 -54%

» Delivery 1.08 1.06 -2% 1 -71% 1.02 -6%
Hub sorting capacity

* Louisville, KY 110,459 125,843 14% 152,740 38% 186,631 69%

» Philadelphia, PA 1,800 8,878 3939 17,878 893p6 0 -100%

» Columbia, SC 21,081 75,128 256% 122,248 480% 164,356 640%

» Dallas, TX 0 0 NA 0 NA 0 NA

» Ontario, CA 0 0 NA 0 NA 0 NA
Hub sorting utilization

» Louisville, KY 100% 93% -7% 2% -28% 66% -34%

» Philadelphia, PA 100% 80% -20% 100% 0% 0% -1009

» Columbia, SC 100% 34% -66% 29% -71% 31% -69%

» Dallas, TX 0% 0% 0% 0% 09 0% 0%

» Ontario, CA 0% 0% 0% 0% 09 0% 0%
Avg. Run Time (Hrs.) 9.5 10.b 11% 1019 15% 11.8 20%
TDOC Coefficient of Variation (%) 1.9% 0.8% -1.1p6 A% -0.5% 1.0% -0.99
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Table 8.9:Scenario analysis: UPS network with 100 SQs7 0.8M packages, and two-stage KY-TX routing

o ional T Single- Two-stage: KY-TX
perational Type stage u,=50000 | %Chg | u =100000 | %Chg [ u =150000 | %Chg

Total daily operating cost (TDOC) $2,533,5p0 $2,603,360 2.8% $2,521,69( -0.5% $2,468,18( -2.6%

« Aircraft ownership cost $1,168,000 $1,200,000 2.7% $1,132,00( -3.1% $1,160,00( -0.7%

«  Aircraft operating cost $1,344,830 $1,374,622 2.2% $1,353,236 0.6% $1,260,085 -6.3%

e Hub operating cost $20,760 $28,738 38.4% $36,454 75.6% $48,095 131.7%
Load Factor 639 649% 0.8% 6690 2.4% 70% 6.2%

» Package-Miles 1,462 1,500 2.69 1,506 3.0% 1,489 1.8%

« Capacity-Miles 2,306 2,337 1.39 2,287 -0.8%% 2,140 -7.2%
#lLegs 256 2672 2.3% 270 5.5p6 258 0.8%
#Aircraft 62/4 64/4 68/1 67/R
Avg. Legs/Aircraft Day 3.88 3.85 -0.7% 3.91 0.9% 748 -3.6%
Slack (hours/package) 6|1 3.71 -39% 3.54 -42% 3.95 -35%

* _ Pickup 5.02 2.72 -46% 2.62 -48% 3.02 -40%)|

e Delivery 1.08 1 -7% 0.92 -15% 0.93 -14%
Hub sorting capacity

» Louisville, KY 110,459 115,323 4% 128,571 16% 192,857 15%

» Philadelphia, PA 1,800 7,280 3049 9,653 4366 18,478 92V %

» Columbia, SC 21,081 15,566 -26% 13,441 -36% 5,333 -75%

« Dallas, TX 0 79,655 NA 148,577 NA 210,920 NA

»  Ontario, CA 0 0 NA 0 NA 0 NA
Hub sorting utilization

* Louisville, KY 100% 95% -5% 82% -18% 53% -47%

» Philadelphia, PA 100% 100% 0% 100% 0% 100% gpo

»  Columbia, SC 100% 100% 0% 100% 0% 84% -16P0

« Dallas, TX 0% 12% 12% 159 15% 16% 16po

»  Ontario, CA 0% 0% 0% 0% 09 0% 0%
Avg. Run Time (Hrs.) 9.5 10.9 15% 124 31% 14.7 5b%
TDOC Coefficient of Variation (%) 1.9% 1.5% -0.4P6 .8% -0.1% 0.8% -1.19
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Table 8.10:Scenario analysis: UPS network with 100 SQss 0.8M packages, and two-stage KY-CA routing

o ional T Single- Two-stage: KY-CA
perational Type stage u,=50000 | %Chg | u =100000 | %Chg [ u =150000 | %Chg

Total daily operating cost (TDOC) $2,533,5p0 $2,504,670 -1.1% $2,507,02( -1.0% $2,528,05( -0.2%

« Aircraft ownership cost $1,168,000 $1,160,000 -0.7% $1,188,00( 1.7% $1,164,00( -0.3%

» Aircraft operating cost $1,344,830 $1,308,985 -2.7% $1,268,646 -5.7% $1,300,05¢ -3.3%

e Hub operating cost $20,760 $35,685 71.9% $50,374 142.6% $63,991 208.2%
Load Factor 639 67% 3.3% 68%0 4.8% 65% 1J1%

» Package-Miles 1,462 1,482 1.49 1,48p 1.6%0 1,471 0.6%

» Capacity-Miles 2,306 2,221 -3.79 2,17\ -5.6% 2,279 -1.2%
#lLegs 256 258 0.8% 2 2.3 242 -5.5%
#Aircraft 62/4 67/2 66/3 59/
Avg. Legs/Aircraft Day 3.88 3.74 -3.6% 3.80 -2.1% T8 -2.5%
Slack (hours/package) 6 3.99 -35% 3.94 -35% 3.81 -38%

* Pickup 5.02 2.94 -41% 2.97 -41% 2.78 -45%

» Delivery 1.08 1.05 -3% 0.97 -10% 1.03 -5%
Hub sorting capacity

* Louisville, KY 110,459 120,00( 9% 122,242 11% 169,599 34%

» Philadelphia, PA 1,800 14,777 721% 7,118 295P% 14,476 708%

» Columbia, SC 21,081 5,090 -769 15,348 -27% 0 -100%

» Dallas, TX 0 0 NA NA 0 NA

» Ontario, CA 0 140,892 NA 285,539 NA 395,843 NA
Hub sorting utilization

» Louisville, KY 100% 95% -5% 90% -10% 70% -30%

» Philadelphia, PA 100% 100% 0% 100% 0% 100% gpo

» Columbia, SC 100% 83% -17% 100% 0% 0% -1009

» Dallas, TX 0% 0% 0% 0% 09 0% 0%

» Ontario, CA 0% 6% 6% 6% 69 6% 6%
Avg. Run Time (Hrs.) 9.5 11.4 20%6 7 23% 11.5 21%
TDOC Coefficient of Variation (%) 1.99 1.2% -0.7p6 .6% -0.3% 1.1% -0.8%
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Table 8.11:Detailed slack analysis for two-stage operation
(KY-PA, Q =0.8M, u, = 150,000)

O/D EST CSsT MST PST Total

Zone Slack | %Chg | Slack | %Chg| Slack | %Chg | Slack | %Chg| Slack| %Chg
EST 4.28| -34%| 4.78| -32%| 4.52| -38%| 4.22| -40%| 4.41| -35%
CST 3.02| -49%| 3.27| -55%| 3.28| -54%| 3.04| -56%| 3.08| -52%
MST 1.60| -68%| 1.94| -68%| 1.70| -69%| 1.61| -72%| 1.68| -69%
PST 159| -60%| 194 -60%| 186| -61%| 1.88( -55%| 1.71| -59%
Total 3.06| -45%| 3.73| -43%| 3.70| -45%| 3.60| -46%| 3.37| -45%

Note: %Chg indicates the percentage change compatéé slack of a single-stage operation

Table 8.12:Detailed slack analysis for two-stage operation

(KY-SC, Q= 0.8M, u, = 150,000)

O/D EST CSsT MST PST Total

Zone Slack | %Chg | Slack | %Chg| Slack | %Chg | Slack | %Chg| Slack| %Chg
EST 3.97 -39%| 4.66| -34%| 4.59| -37%| 4.38] -38%| 4.30| -37%
CST 3.05| -49%| 3.83| -48%| 3.64| -49%| 3.71| -46%| 3.35| -48%
MST 156| -68%| 232 -62%| 1.96| -64%| 2.08( -64%| 1.83| -66%
PST 112 -72%| 194 -59%| 1.71| -64%| 143 -66%| 1.38| -67%
Total 2.81| -50%| 3.77| -42%| 3.80| -44%| 3.85| -42%| 3.31| -46%

Note: %Chg indicates the percentage change compatéé slack of a single-stage operation

Table 8.13:Detailed slack analysis for two-stage operation

(KY-TX, Q=0.8M, u, = 150,000)

O/D EST CSsT MST PST Total

Zone Slack | %Chg | Slack | %Chg| Slack | %Chg | Slack | %Chg| Slack| %Chg
EST 456| -30%| 5.48| -22%| 5.43| -25%| 4.97| -29%| 4.97| -27%
CST 3.75] -37%| 4.48]| -39%| 4.30| -40%| 3.91| -43%| 3.93| -39%
MST 2.03| -59%| 2.50| -59%| 1.63| -70%| 1.86| -68%| 2.10| -61%
PST 2.01| -49%| 252 -47%| 1.98| -58%| 2.16| -48%| 2.15| -49%
Total 3.50| -37%| 4.47| -31%| 4.47| -34%| 4.31| -36%| 3.95| -35%

Note: %Chg indicates the percentage change compatéé slack of a single-stage operation

Table 8.14:Detailed slack analysis for two-stage operation

(KY-CA, Q= 0.8M, u, = 150,000)

O/D EST CSsT MST PST Total

Zone Slack | %Chg | Slack | %Chg| Slack | %Chg | Slack | %Chg| Slack| %Chg
EST 4.18| -36%| 4.83| -31%| 4.69| -35%| 4.81| -32%| 4.55| -33%
CST 3.61[ -39%| 4.47| -39%| 4.30| -40%| 4.34| -37%| 3.95| -39%
MST 2.09| -58%| 3.14| -48%| 2.39| -56%| 3.18] -45%| 2.52| -53%
PST 2.13| -46%| 2.70| -43%| 2.14| -55%| 2.56| -38%| 2.31| -45%
Total 3.34| -40%| 4.18| -36%| 4.10| -39%| 4.43| -34%| 3.81| -38%

Note: %Chg indicates the percentage change compatéé slack of a single-stage operation
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Figure 8.2: Optimized network configuration for single-stage @pien,
Q= 0.8M packages

L~

Figure 8.3: Optimized network configuration for two-stage openatio
(KY-PA, Q=0.8M, u, = 150,000)
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Figure 8.4: Optimized network configuration for two-stage opernatio
(KY-SC, Q= 0.8M, u, = 150,000)

e

Figure 8.5: Optimized network configuration for two-stage opernatio
(KY-TX, Q= 0.8M, u, = 150,000)
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Figure 8.6: Optimized network configuration for two-stage opernatio
(KY-CA, Q= 0.8M, u, = 150,000)

We summarize the findings for each interhub roubggegional hub location
as follows:
We summarize the findings for interhub routing relédives as follows:
1. KY-PA
a. The two-stage operation performs worse than the esisigige one

for all interhub capacities. The total operatingtcmcreases for
two reasons. First, because Philadelphia hub ifiensame time
zone as the main hub, the interhub flight must degaly to meet
the sort end time at the downstream hub. As a resmuitval pickup
flights at the main hub cannot fully operate two-fights, which
reduces aircraft utilization — fewer average legs pecraft.
Second, all service centers that can utilize thertmub flights are

located east of and quite close to the Philadelgiuad. The
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distance saving is insignificant. Therefore, thiespacts outweigh
the savings from consolidating twice in a two-stageration.
b. The reduction in aircraft utilization when operatingterhub

capacityu, <100000 reduces load factor compared to the single-

stage operation.
c. The two-stage operation increases the requiredngocapacity at
both hubs when the interhub flight capacities aceeiased. When

u, 2100000, hub capacity at Philadelphia is almost 80% of the

designed hub capacity at the main Louisville hub.

d. As expected, the hub utilization at the main Lodisvihub
decreases from 19% to 49% when the interhub capacire
increased. However, the utilization at the Philadigifnub remains
approximately the same.

e. Operating the proposed system with a regional huatéoceast of
the main hub also reduces the overall system digck5%. This
reduction is opposite to what we found in the presionapter due
to the dependency on all commodities within the UfStead of
just eastern US. From Table 8.11, we find the twgestaperation
greatly impacts the slack loss (by 69%) when shipgiom the
MST zone, while it only reduces the slack when shmgpirom
EST zone by 35%. Surprisingly, we see the slack gainthe
delivery routes with a two-stage operation on KY-PA.

2. KY-SC
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a. The two-stage operation provides savings from 1.2%23% when
interhub capacities increase. However, two stagesotaave any
more because the load factor of interhub flight®nty 81%. A

higher interhub capacity), > 150,000, will instead increase the

total system cost.

b. The results indicate approximately the same airer@fzation for
single-stage and two-stage operations. Because ®a@usicloser
than Philadelphia to Louisville, the interhub flighay depart later
than the KY-PA flight. This increases opportunities &orival
pickup routes to utilize two-leg flights. In addiiopbecause most
service centers connecting to the Columbia hulgare far from
it, there are great distance saving opportunitieerwapplying the
two-stage operation. Therefore, two-stage operationquite
desirable in this case. As a result, we see thessysbad factor
increased between 2.1% and 5.7% when varying therhub
capacity.

c. The effects on both designed hub capacity and hiliration at
the main and regional hubs are found to be the sanfier KY-PA.

In addition, when allowing higher interhub flows on KYG%u, =

150,000), the system does not utilize the hub da@iphia.
d. The system loses slack for both pickup and deliventes. From
Table 8.12, we find shipping from PST incurs thghieist slack

loss while the lowest slack loss occurs when shipfsomg EST.
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3. KY-TX
a. The two-stage operation decreases the total opgratst when

enough interhub capacityu( = 100,000) is provided. The system

achieves the best total operating cost wiier= 150,000, which

decreases the capacity-miles by 7.2%.

b. The proposed system improves load factors for uarimterhub
capacities and incurs higher aircraft utilizatiddthough Dallas is
further from the main hub than Philadelphia, itinsa different
time zone. Therefore, an interhub flight may degdaitly late,
which provides opportunities for arrival pickup resitto operate
two-leg flights.

c. Due to the difference in time zone between the regiand main
hubs, the optimized system loses only 35% of slack.

4. KY -CA

a. The results indicate that this two-stage systenre$epable when
operating with a low interhub capacity. Although thegional
Ontario hub is the furthest hub from the main Loilisvhub and
would provide significant savings with a two-stage ragien, the
KY-CA scenario decreases the total operating costthess KY-
TX. From Figure 8.6, it can be seen that there atemany service
centers that can benefit from interhub flights.

b. A two-stage operation on KY-CA reduces system slack 8%,3

which is approximately the same for KY-TX.
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c. For all the cases of interhub capacities, the ttages operation
increases the required sorting capacity at Ontarlo dreater than

for main Louisville hub.

8.4 Case Study 6: Multiple Location Two-stage Operation

In this section, we examine a multiple hub two-stageration, with interhub flights
on multiple hub pairs. Because each single locatimstage routing improves the
total system cost differently according to its optoperties as discussed in section
8.3, the hybrid multiple-location two-stage opematicould provide significantly
savings.

We first analyze the combination in the same systé all four interhub
routings from all regional hubs, i.e., KY-PA and KY-&@d KY-TX, and KY-CA.
However, the resulting savings are negligible. Itntted that the savings from
operating two-stage depend on (1) physical locatibeervice centers compared to
the hub and (2) the number of service center nedudyub. Having all four regional
hubs contributing to two-stage and their locatiostrdbuted over the US incur cost of
interhub flights more than the distance savingsam/stage operations.

We reduce the number of interhub routings to orlipase the best two
locations, as discussed in section 8.3; therefoeeanalyze the multiple-location two-
stage operation consisting of KY-SC and KY-TX. The rssuldicate the savings for
all different demand levels, from 0.8M — 1.2M, d®wn in Table 8.15. It is noted

that, in each case, the result shown is the besiaptsolution found from 10
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different replications. Figure 8.7 shows the optdiznetwork configuration for

demand level = 0.8M.
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Table 8.15:Scenario analysis: UPS network with 100 SCs andipheitwo-stage routings

Operational Type/Demand Levels Q =0.8M Q =0.9M
Single-Stage Two-stage %Chg Single-Stage Two-stage | %Chg

Total daily operating cost (TDOC) $2,533,5p0 $2,427,800 -4.2% $2,655,91( $2,564,730 -3.4%

»  Aircraft ownership cost $1,168,000 $1,144,000 -2.1% $1,196,00( $1,156,000 -3.3%

»  Aircraft operating cost $1,344,830 $1,242,907 -7.6% $1,436,401 $1,353,517 -5.8%

» Hub operating cost $20,760 $40,893 97.0% $23,509 $55,213| 134.9%
Load Factor 63% 70% 6.4% 6706 71% 3.1%

» Package-Miles 1,462 1,467 0.39 1,65p 1,645 -0.1%

» Capacity-Miles 2,306 2,101 -8.99 2,47\ 2,332 -5.9%
#lLegs 256 262 2.3% 256 26p 2.3
#Aircraft 62/4 66/2 61/ 64/3
Avg. Legs/Aircraft Day 3.88 3.85 -0.7%6 3.88 3.p1 8%.
Slack (hours/package) 6|1 3.4 -44% 5.86 3.23 -45%)

* _ Pickup 5.02 2.42 -52% 4.81 2.31 -52%

«  Delivery 1.08 0.98 -9% 1.05 0.92 -129%
Hub sorting capacity

* Louisville, KY 110,459 163,322 48% 136,666 234,493 7%

» Philadelphia, PA 1,800 7,111 295% 4,91 5,333 9%

+ Columbia, SC 21,081 29,578 40% 8,744 34,956 300%

+ Dallas, TX 0 147,024 NA 0 218,093 NA|

+  Ontario, CA 0 0 NA 0 0 NA
Hub sorting utilization

* Louisville, KY 100% 73% -27% 100% 55% -45%

» Philadelphia, PA 100% 100% 0% 100% 10096 oo

+ Columbia, SC 100% 29% -71% 96% 39% -57%

+ Dallas, TX 0% 15% 15% 0% 16% 1696

*  Ontario, CA 0% 0% 0% 0% 0% 09
Avg. Run Time (Hrs.) 9.5 20.p2 113% 12,8 19.7 5%
TDOC Coefficient of Variation (%) 1.9% 1.29%6 -0.7p6 9% 2.2% 0.3%)
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Table 8.15:Scenario Analysis:

UPS network with 100 SCs anttiple two-stage routings (Cont.)

Operational Type/Demand Levels Q =1.0M Q =1.1M
Single-Stage Two-stage %Chg Single-Stage Two-stage | %Chg

Total daily operating cost (TDOC) $2,853,780 $2,736,540 -4.1% $3,024,03( $3,003,220 -0.7%

»  Aircraft ownership cost $1,320,000 $1,264,000 -4.2% $1,340,00( $1,340,000 0.0%

»  Aircraft operating cost $1,507,721 $1,399,157 -7.2% $1,655,624 $1,580,903 -4.5%

» Hub operating cost $26,059 $73,383| 181.6% $28,404 $82,317| 189.8%
Load Factor 71% 74% 3.9% 7306 75% 1.6%

» Package-Miles 1,831 1,804 -1.59 2,081 2,061 -1.0%

» Capacity-Miles 2,593 2,423 -6.69 2,850 2,764 -3.1%
#lLegs 272 272 0.0% 288 29D 0.7%6
#Aircraft 66/6 68/4 70/ 70/%
Avg. Legs/Aircraft Day 3.78 3.78 0.0%6 3.84 3.87 %. [
Slack (hours/package) 6.06 3.7 -41% 5.77 3.26 -44%y

«  Pickup 4.98 2.56 -49% 4.76 2.35 -519%

» Delivery 1.07 1.01 -6% 1 0.91 -9%
Hub sorting capacity

* Louisville, KY 133,332 337,85( 153% 139,220 379,361 17R2%

» Philadelphia, PA 5,333 5,333 0% 5,844 5,191 -11P%

+ Columbia, SC 29,287 76,332 161% 38,437 89,5111 13[B%

+ Dallas, TX 0 274,265 NA 0 307,023 NA|

*  Ontario, CA 0 0 NA 0 0 NA
Hub sorting utilization

* Louisville, KY 100% 43% -57% 100% 43% -57%

» Philadelphia, PA 79% 89% 10% 100% 100% OW6

+ Columbia, SC 100% 31% -69% 100% 27% -73%

+ Dallas, TX 0% 17% 17% 0% 16% 1646

+  Ontario, CA 0% 0% 0% 0% 09 09
Avg. Run Time (Hrs.) 9.5 20.8 119% 11.2 23.2 10[f%
TDOC Coefficient of Variation (%) 1.6% 1.9% 0.3pb6 0% 1.5% -0.5%
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Table 8.15:Scenario Analysis: UPS network with 100 SCs anttipte two-stage routings (Cont.)

Operational Type/Demand Levels Q=1.2™m
Single-Stage Two-stage %Chg

Total daily operating cost (TDOC) $3,256,150 $3,145,410 -3.4%

» Aircraft ownership cost $1,432,000 $1,404,000 -2.0%

» Aircraft operating cost $1,794,282 $1,657,744 -7.6%

» Hub operating cost $29,868 $83,666| 180.1%
Load Factor 73% 75% 1.9%

» Package-Miles 2,279 2,192 -3.89

» Capacity-Miles 3,124 2,931 -6.29
#lLegs 306 274 -10.59
#Aircraft 7316 63/9
Avg. Legs/Aircraft Day 3.87 3.81 -1.8%
Slack (hours/package) 5[9 3.54 -40%

»  Pickup 4.9 2.57 -48%

e Delivery 1 0.96 -4%
Hub sorting capacity

* Louisville, KY 141,884 366,191 158%

» Philadelphia, PA 4,320 18,265 3239

+ Columbia, SC 54,119 21,333 -619

+ Dallas, TX 0 365,261 NA

*  Ontario, CA 0 0 NA
Hub sorting utilization

* Louisville, KY 100% 46% -54%)

« _ Philadelphia, PA 100% 100% 0%

+ _ Columbia, SC 100% 25% -75%

+ Dallas, TX 0% 16% 169

+  Ontario, CA 0% 0% 0%
Avg. Run Time (Hrs.) 11.4 24.6 115%%
TDOC Coefficient of Variation (%) 2.2% 2.0% -0.26
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Figure 8.7: Multiple-location two-stage operation, KY-SC & KY-T)Q = 0.8M

Figure 8.8: Multiple-location two-stage operation, Triangular ¥SC-TX, Q = 0.8M
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All previous two-stage operations are analyzed unbderscenarios where
there are two-stage routings between regional hutbshenmain hub. It is noted that,
our developed GA model is capable to analyze compglstems, such as the
triangular of two-stage operation in Figure 8.8tHis case, package flow movement

between the regional hubs must also be determined.

8.5 Case Study 7: Effects of Aircraft Mix and Demand Leels
To examine the effects of aircraft mix and demasls on the performance of the
single-stage and two-stage operations, 40 randoehgted service centers in a two-
hub network are studied. Two aircraft mix scenarioes analyzed; these have two
aircraft types (2A/C) and three aircraft types (3A/EQr the first scenario, the two
aircraft types are shown in Table 8.5, while thedthaircraft type is added in the
second scenario with one-third of the second tygematy. Demand is randomly
distributed with the total daily packages rangingnir0.4 to 2.0 millions in 0.4
million increments. In addition, the convex cost fub sorting capacity is assumed
to have a $0.1/package increment for every 100p@@Bages of hub sorting capacity.
Three statistics, including cost savings, circui¢tor and average transfers per
package, are specifically analyzed here. It isahtitat circuity factor is defined as the
ratio of the actual package-miles to the minimunckpge-miles. The minimum
package-miles can be determined from the diredawni®s between origins and
destinations.

The total cost comparison between the single-stagetwo-stage operations

is shown in Figure 8.9 for different cases of aificraix and demand levels. The
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savings from the two-stage operation (i.e. the pgegge below 100%) occur in both
aircraft mix cases when total demand is 0.4 millidh0.4 million packages, it can be
seen that cost savings decrease (i.e. savings egjative) when operating 3A/C
compared to 2A/C. However, at 0.8 million packaggsrating 3A/C does provide
savings. As demand increases further, no savingbe&mund in any cases.

It can be observed that when operating with 3A/C difference in total cost
between the single-stage and two-stage operatioeases compared to the cases of
2A/C. To confirm the decrease in the total cost bapween the two systems, 20

problems with randomly generated demands are veriéie shown in Table 8.16.

Comparison of Total Cost

2S-2AC 2S-3A/C

=

"

©

© o 100% represents the total cost of single-stage
S 98% A when operating the same aircraft mix

96% w w \ ‘ ‘
0.0 0.4 0.8 1.2 1.6 2.0 2.4

Total Demand (million packages/day)

Figure 8.9: Total cost comparisons when varying aircraft mix dachand levels
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Table 8.16:Two-stage total cost comparison when varying airerast

Problem %Chg from Single-Stage Absolute %Chg from Single-Stag
Label 2AIC 3A/C 2A/C 3A/IC

pO1 -4.6% 0.9% 4.6% 0.99

p02 -3.7% 0.09% 3.7% 0.0%0
p03 -2.9% -0.6% 2.9% 0.6‘#6
p04 -3.8% -0.2% 3.8% 0.2‘#6
p05 0.8% 2.2% 0.8% 2.2‘#6
p06 -0.5% -0.2% 0.5% 0.2‘#6
p07 0.8% 0.7% 0.8% 0.7‘1{6
p08 -2.8% 0.3% 2.8% 0.3‘1{6
p09 1.7% -0.2% 1.7% 0.2‘#6
p10 0.7% 0.29% 0.7% 0.2‘#6
pll -7.2% -0.6% 7.2% 0.6‘#6
pl2 -1.5% 1.6% 1.5% 1.6‘#6
pl3 -5.5% 1.19 5.5% 1.1%
pl4 1.5% -1.09 1.5% 1.0%
pl5 0.6% 0.69% 0.6% 0.6%
pl6 1.1% 1.19 1.1% 1.1%
pl7 -0.1% 1.9% 0.1% 1.9%
pl8 -1.2% 1.3% 1.2% 1.3%
p19 -6.6% -0.6% 6.6% 0.6%
p20 0.9% 0.8% 0.9% 0.8%
Average -1.6% 0.5% 2.49% 0.8%

The resulting networks in Figure 8.9 are then extxhto analyze the circuity
factor, as demonstrated in Figure 8.10. In botlglsistage and two-stage operations,
the circuity factors decrease when demands increaseiore aircraft types are
operated. Operating a two-stage system generallyeases the circuity factor
compared to a single-stage one. However, at 0.4omitbtal packages and 2A/C, the
two-stage system shows a smaller circuity factort Dloaurs because, in the single-
stage system, it is optimal to only utilize one lngtead of both hubs. Therefore, the
two-stage operation affects the usage of the sebohdy nearby service centers. In
addition, as demand increase in the single-stageemsg, the gaps of circuity factor

between 2A/C and 3A/C decrease due to less usage tifitt aircraft type.

1.4.6% indicates the percentage difference in wiat of two-stage operation compared to single-
stage one when both systems use the same airdraften 2A/C in this case.
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Figure 8.11 depicts the average transfers per gacitivarious demands and
aircraft mixes. The results indicate less usagdwal-stage operations (i.e. more
directness in package movements) as demand insrddesesover, with more aircraft

types (3A/C), the systems show significant decreas@so-stage flows compared to

the 2A/C.
Comparison of Circuity Factor
1.50
1.48 --A--1S-2AC 2S-2AIC——1S-3AC 2S-3A/C
1.46
= 1S-2A/C represent single-stage (1S)
*8 1.44 A“ . with two aircraft types
§ 1.42 -
> S
%‘ 1.40 =
s 138 A A
1.36 \\ —— ﬂ\‘
1.34
1.32
0.0 0.4 0.8 1.2 1.6 2.0 2.4
Total Demand (million packages/day)

Figure 8.10:Circuity factor at various aircraft mixes and dewhdevels
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Average Transfers per Package
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0.0 0.4 0.8 1.2 1.6 2.0 2.4
Total Demand (million packages/day)

Figure 8.11:Average transfers per package at various aircrafésnand demand
levels

8.6 Case Study 8: Economies of Scale in Aircraft
As concluded, for example in sections 6.5.1 andly8hen aircraft operating cost
increases, cost savings from two-stage operatiot tenncrease. Because the two-
stage operation provides benefits through dist@awéngs and most of the flights are
operated with smaller aircraft, greater savings haf two stages compared to the
single stage can be obtained when the operatingp€sstaller aircraft increases.
Typically, larger aircraft are operated for inteohflights to take advantage of
their economies of scale (i.e., the aircraft opegatcost per unit capacity that
decreases with aircraft size). By directing smattraift to connect to interhub flight
that is operated by larger aircraft, the two-stagdesn can also provide cost savings
when the aircraft operating cost of the interhulghfli decreases, as confirmed in

Figure 8.12. There, 40 randomly selected servicdece are tested over two sets of
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randomly generated demands. With no change tortehub operating cost (0%

decrement), two-stage operation provides savindbarfirst dataset by 2.2% (upper
line) while the single-stage outperforms by 1.5%he second dataset (lower line).
However, as the operating cost of interhub flightsrelases, the two stages can yield

savings in both cases.

Cost Savings vs % decrease of interhub operating sb

4.0%
3.0% 4

————

2.0%

1.0%

_m—1

0.0% ‘ ‘ ‘ ‘

0.0% 4.2%/93%/ 12.5% 16.7% 20.8%
-1.0%/
-2.0%

% decrease of A/IC operating cost of interhub flight

% Cost Savings

Figure 8.12:Economies of scale on interhub flight

8.7 Summary

This chapter demonstrates the applicability of theveloped GA model with
acceptable computational times for large problefise GA model is used to
optimize both single-stage and two-stage operationcomparison purposes. The
analyses are first conducted for the top 100 metitgm locations and for various
interhub capacities, locations of regional hubstfeo-stage operation, and demand

levels. The single-location interhub routings arespnted first, while later the hybrid
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multiple-location cases are analyzed. The resuwltgien the findings from the small
problems. The proposed two-stage operation provigeential savings at low
demand levels when operating a single hub pair KY-TJ high demand levels
when operating the two hub pairs KY-TX and KY-SC. Howevhg two-stage
operation results in some negative effects; thoeg(B higher required hub sorting
capacity, (2) lower hub utilization and (3) losssgbtem slack. For some cases, such
as operating two stages on KY-PA when demand is lowsybem performs worse

than the single-stage one due to low aircraft atiion.

The effects of aircraft mix and significant demandrease are analyzed for
the medium network size, in which total cost savings;uity factor and average
transfers per package are compared. When demaadsage or more aircraft types
are used, the circuity factors and the averagesfieas per package decrease. In
addition, the economies of scale in aircraft opegatcost favor the two-stage

operation.
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Chapter 9

Conclusions and Future Research

This study has mainly investigated the potentiait Gavings and associated effects of
the two-stage operations compared to the singlestawpes for the next-day air
network design problem. In Chapter 3, the genenatepts of the proposed two-stage
operation are discussed in detail. To capturep@tational characteristics in the time-
space formulation, three network representationsludting hub sorting network,
aircraft route network and package flow path netwark,introduced in Chapter 4. In
Chapter 5, the mathematical models for both sysema$ormulated, while capturing
all the operational constraints, including airciaétiancing, aircraft availability, hub

landing/take-off capacity, hub sorting process #@sdsorting/storage capacity. The
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exact and heuristic solution approaches, namely@bkimn Generation and the
Genetic Algorithm, are developed in Chapters 6 andegpectively. Numerical
analyses are conducted for several small test @mubl For large problem instances,

the Genetic Algorithm approach is applied in Chapter

9.1 Conclusions
This section summarizes the primary contributionhis study in two areas:
Transportation Planning Analysis Contributions:

After analyzing several test problems, includingthbemall and large

problems, several findings are reached:

1. The benefits of two-stage operation for the next diaypackage delivery
depend mainly on the demand level relative to tinerait capacity and
scale economies. The proposed system is preferred démand is low so
that more routes can be consolidated, which yield=satgr distance
savings. In some cases, even at high demandsythstage operation can
be beneficial. For example, if the total demand skrvice center is higher

than the largest aircraft capacity, the leftover medead
(Do @ ' on the pickup side o), = d“-u’ on the

delivery side) can benefit from a two-stage operatio

2. In a distribution network with several regional hulegach hub can
potentially operate two stages depending on itstimeaand surrounding
service centers (single location two-stage operatidoreover, the hybrid

multiple location two-stage operation can provideager savings.

191



. In equation 3.2 and Figure 3.2, the expected numbaircraft required is
analyzed for a single-stage operation. However, sévesults indicate
that the optimal network uses a master hub locat¢lde east, as discussed
in Case C by Hall (1989). The resulting single-stageration uses fewer
aircraft than we have estimated and does not follgquagon 3.2.
Therefore, there is no indication that the proposed-stage operation
reduces the required number of aircraft.

. Upon arrival at a hub, if the package sorting ondenot based on the
packages’ destinations, that is, if packages aredasing FIFO, higher
sorting and storage capacities are needed. If isedort packages that are
transferring to the downstream hub, the required $arting and storage
capacities decrease.

. Sensitivity analyses indicate the preferability aftwo-stage operation
when aircraft operating cost increases or hub gpdost decreases.

. The first drawbackof operating the two-stage system is the significan
increase in required hub sorting capacity. Thigdie to the required
sorting capacity of (1) arrival packages at thetngasn hub to meet the
latest departure time of interhub flights and (B)val packages at the
downstream hub to meet the hub sort end time.

. Despite an increase in required hub sorting capafoty two-stage
operation, this capacity is fully utilized only duy some of the hub
sorting time window. Therefore, theecond drawbaclof the two-stage

operation is a significant decrease in hub utiiorat
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8. In a two-stage operation, arriving aircraft mustivarearlier so that
packages can be unloaded, sorted and loaded ahuhbtdights, which
must arrive at the downstream hub before its sadttene. The system

slack is reduced in comparison with the single-stgggration. This is the

third drawback When operating the two-stage operation on a small

network with all service centers physically closenithin the same time
zone and the regional hub located east of the imalm the slack loss is
minimal. However, the conclusion is not applicabletarger network. A
two-stage operation using the main hub at Louisvikl¢ and the regional
hub at Dallas, TX provides the least slack loss, wholating interhub
flights to an eastern regional hub in Philadelpiitd or Columbia, SC
causes the highest slack loss. Moreover, the asaiisws that the loss in
slack is approximately invariant with interhub capac

9. In some scenarios, such as routing interhub fligktsveen Louisville, KY
and Philadelphia, PA, because both hubs locatetersame time zone,
interhub flights generally depart from the upstrelamb early. All arrival
pickup flights that must transfer their packagesthaurive early too. This
indirectly affects aircraft by discouraging two-lélgghts and reducing
aircraft utilization. This is th&urth drawback

10.When operating more aircraft types, especially withwver aircraft
capacities, the single-stage operation is favorBus results in less

circuity and fewer average transfers per package.
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Modeling Contributions:
The modeling contributions in this study are sumreea as follows:

1. Three major models are developed for air expressank design problem
with hub sorting. The first model is a single-stageting operation, in which
packages are sorted only once at a hub beforeirgyrat their destination.
Second, a two-stage sorting operation is introduesdtere packages are
sorted twice at two distinct hubs and delivered ®&rthdestinations within a
limited time windows. The third model is a mixed-&agprting operation,
which is the combination between the first two modéienever it can benefit
the entire system. All models are formulated as thixenteger
multicommodity network flow problems, consideringcaaft route, package
flow path, hub sorting capacity and hub storage wa&bles.

2. The Column Generation approach is employed to sihigesingle-stage and
two-stage operation, as demonstrated in Chapter ereeT network
representations, which are hub sorting, aircrafte@nd package flow path
representations, are introduced to model the tipaee network formulation.
However, due to the combinatorial nature of the mots, especially with
several side constraints, such as aircraft balgrairservice centers and hubs,
aircraft availability requirements, hub landingkadff capacity, the approach
is not applicable to a large problem instance.

3. By exploiting the problem structure of air expres$work design, we develop
the solution representations which are then solvethgu the Genetic

Algorithm approach. Our GA representations consist abuging
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representation and aircraft route representatidve. first representation aims
at finding the optimal partition by means of hulsiggment, while the second
is used to manipulate the local search accordirtgagre-specified grouping.
Two sets of genetic operators, which are applied ispagty to each
representation, are developed using the problemactaistics to guide the
search. Package flow movements are determined usiieg Column
Generation approach solving over tapacitated networkwhich is the result
of GA manipulated representations. These flows are Heavily utilized in
guiding the search direction, where probabilistarsk is used.

. With the GA model, the analytical model is develogeddetermine the
required hub sorting and storage capacities. Tlomdahworks with a FIFO or
TFSF (two-stage flow sorted first) sorting process.

. After obtaining the optimal solution, a post-solatianalysis is conducted to
analyze the system slack for both single and twgestgerations. Three types
of slack are considered; those are pickup, deliary interhub slacks. The
slack can be determined by iteratively shifting sebeduled arrival time (for
pickup route) or departure time (for delivery rquteithout violating the
designed hub sorting capacity, hub take-off anditemcapacity. The interhub
slack is determined from the difference betweenetludiest and latest arrival
time at the downstream hub, that is, without affectihne downstream hub

sorting capacity.
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9.2 Future Research

Although this study provides several contributiomghe transportation planning and
modeling fields, especially in the comparison ohgke-stage and two-stage
operations, several additional elements could Insidered in future studies.

1. In real practice, packages are loaded and trarexgpamt a set of containers.
Those containers are then moved by the aircraferd&tbre, the package
volumes are constrained by container capacity,thadcontainers are limited
by the aircraft capacity. Thigpackages on containers, containers on aircraft
problem can be cast as maulti-level mixed integer multicommodity flow
problem.

2. Due to demand variation within each week, in which dsingradually
increases from Monday to Wednesday and then dexgedwough the
weekend (see Barnhart and Shen, 20@4seven day planning horizon is
desirable The combination of single-stage and two-stage aijmer may
improve the system cost, such as operating sirigtges in the middle of the
week when demand is high and two stages at the bagiramd end of the
week when demand is low.

3. The developed models can be further enhanced bgidenmngdirect shipment
routing when the demand between any origin/destination ithigh.
Moreover, when the demands are unbalanced, mirrodatgs as considered
in our model may not be desirable.

4. To better compare the single-stage and two-stageai@e, one may consider

thesystem slacks one of the cost elements in the objective fanct
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Appendix A

Abbreviations

AEND Air express network design

ARN-D Aircraft route network for delivery routes
ARN-I Aircraft route network for interhub routes
ARN-P Aircraft route network for pickup routes
B&B Branch and bound approach

CG Column generation approach

EPT Earliest pickup time at service center
FIFO First in first out sorting process

GIP General inventory problem

HSN Hub sorting network

LDT Latest delivery time at service center
MCNF Multicommodity network flow

MIMCF Mixed integer multicommodity flow

NDP Network design problem

NH Air express network design with hub sorting and pgci
PMC Package movement connectivity

PMN Package movement network

RMP Restricted master problem

SET Sort end time at hub
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SNDP Service network design problem
SST Sort start time at hub

TFSF Two-stage flow sorted first
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Appendix B

Notation

Sets:

A

A?ARN—P/D}

ARN?

ARN,

ARN?

H app(k)

HSN,

Set of arcs

Set of arcs on ARN-P/D § J ARN; O ARNY

fOF
Set of arcs and nodes in aircraft delivery roevork of fleet type
f,fOF
Set of arcs and nodes in aircraft interhub roetevark of fleet type
f,fOF
Set of arcs and nodes in aircraft pickup routevogk of fleet type
f,fOF

Set of aircraft types or facilities

Set of sorting grid time at huph[OH

Set of hubs

Set of approachable hubs and associated grid fnm@scommodity
k,kOK

Set of arcs in hub sorting network of hbjh [0 H

Set of commodities
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t
LA(h)

t
LD(h)

eh
P(t—At 1)

s,h
P(t—At 1)

P(k)

Set of aircraft routes arriving to hdph O H at grid time

t,t0G,\ {SET}

Set of aircraft routes departing from hbfh O H at grid time
t,t0G,\ {SST

Set of nodes

Set of package flow paths that amtedat hubh,hOH during grid
time (t - Att), tOG,

Set of package flow paths that ateredat hubh,hOH during grid
time (t-At,t), tOG,

Set of package flow paths of commodiyk [1 K

Set of aircraft routes

Set of aircraft delivery routes using fleet typef O F
Set of aircraft interhub routes using fleet typef 0O F

Set of aircraft pickup routes using fleet typef O F

Set of service centers

Set of all possible package flow paths arrivingrad time
t,,t, 0G,\ {SET} but left to be sorted after grid time

t .t 0G,\{SET

U™ (x) Set of resulting package flow pathsur="~’
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(tatm]
Vi

Vh(ta tml ( X)

Data:

D(K)
EPT(i)

LDT()

O(k)

Set of all possible package flow paths arrivingrayr
(t,.t,].t,.t, OG,\ {SET} at hubh,hOH that are sorted at tinmteg,

Set of resulting package flow pathsvt="~

Maximum number of aircraft that can land at Huturing the time
t—At andt

Maximum number of aircraft that can take-off abhh during the
time t—At andt

Cost per unit sorting rate at hiabh 1 H

Cost per unit flow of commoditi, k 0K on arc(i, j),(i, ) OA
Cost per unit of installing facilityf, f OF over arc(i, j), (i, )T A
Cost of flying aircraft route, r (0 R using fleet typef, f OF

Cost of unit storage size at habh [0 H

Demand of commoditk, k [0 K

Destination of commoditk, k O K

Earliest pickup time at service centarl] SC

Latest delivery time at service centgrl1 SC

Available number of aircraft fleet typé, f OF

Origin of commodityk, k [0 K
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Total demandEd"

kOK

Aircraft capacity of fleet typd , f OF

Capacity per unit of facilityf over the ard(i, j), (i, j) O A

Decision Variables:

| max
h

k
Xht)

X-,h(t)

Xh(t)y'

Sorting rate at hub,hOH
Number of packages in storage waiting to be satduibh,hOH at
grid time t,t UG, \ {SET}
Maximum number of packages in storage waiting tedréed at hub

h,hOH atgrid timet,t 0G,\{SET}= max I; =s,

{0G\{SET)
Storage size at hubhOH (s, =17)

Number of packages of commodikyk (0K arriving at hubh,h(OH
at grid timet,t G, \ {SET}

Number of packages on pafhpOP(k offcommodityk,k 0K

Total number of packages arriving at hoth [1H at grid time

t,tOG\{SET} = > Xy,

kOK

Total number of packages departing from tybhOH at grid time

t,t0G,\ {SST
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X (h(t,) - hy(t,)) Total number of packages from hagh, OH
departing at grid time,,t, G, \ {SST }o hubh,,h, OH arriving at

grid time t,,t, UG, \ {SET}

yijf Number of facilities of typef installed over argi, j )

y, Number of flight of fleet typef, f OF traveling on route,r O R
Indicators:

al 1 if package flow pathp includes on ar@, O otherwise

o 1 if aircraft router of fleet type f includes on arca, O otherwise

ex 1 if aircraft router starts on service centey -1 if aircraft router

ends at service center O otherwise

Yir 1if pO{P",,, n P(K)}, O otherwise
Yir 1if pO{P:",,, , n P(K)}, O otherwise
Vot ty) 1if x§ OV,{**!, 0 otherwise
Vor(t,t) 1if x$OU"™, 0 otherwise
IV, =) (x)] 1 if V"= (x) is nonempty set, 0 otherwise
U (&) (x)] 1 if U™ (x) is nonempty set, 0 otherwise
Matrices:
A, Constraint matrix for package flow variables in eoostraints (5.12.4)
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scb

Vectors

Constraint matrix for package flow variables in lmaoting capacity
constraints (5.12.8)

Constraint matrix for package flow variables iratqgiackage flow
constraints (5.12.3)

Constraint matrix for package flow variables in lsidrage size
constraints (5.12.9)

Constraint matrix for package flow variables bouhda horizontal
arc in HSN constraints (5.12.12)

Constraint matrix for package flow variables bouhda vertical arc
in HSN constraints (5.12.11)

Constraint matrix for aircraft route variablesairt constraints (5.12.4)
Constraint matrix for aircraft route variable ledt balancing at hub
constraints (5.12.6)

Constraint matrix for aircraft route variabledleet availability
constraints (5.12.7)

Constraint matrix for aircraft route variabledleet balancing at

service center (5.12.5)

Dual price vector for package flow variables in evostraints (5.12.4)

Dual price vector for package flow variables in Isoiting capacity

constraints (5.12.8)
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Bscb

Others:

Dual price vector for package flow variables in kpi@ckage flow

constraints (5.12.3)

Dual price vector for package flow variables in Istdrage size

constraints (5.12.9)

Dual price vector for package flow variables boundedhorizontal

arc in HSN constraints (5.12.12)

Dual price vector for package flow variables boundedertical arc

in HSN constraints (5.12.11)

Dual price vector for aircraft route variables na aonstraints (5.12.4)

Dual price vector for aircraft route variable irdt balancing at hub

constraints (5.12.6)

Dual price vector for aircraft route variables ligett availability

constraints (5.12.7)

Dual price vector for aircraft route variables lieet balancing at

service center (5.12.5)

Aircraft load factor
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