
Minimum Energy Paths for Reliable Communication in Multi-hopWireless NetworksSuman BanerjeeDepartment of Computer ScienceUniversity of Maryland at College ParkCollege Park, MD 20742, USA Archan MisraIBM T J Watson Research Center19 Skyline DriveHawthorne, NY 10532, USACS-TR 4315December 2001AbstractCurrent algorithms for minimum-energy routingin wireless networks typically select minimum-costmulti-hop paths. In scenarios where the transmissionpower is �xed, each link has the same cost and theminimum-hop path is selected. In situations wherethe transmission power can be varied with the dis-tance of the link, the link cost is higher for longerhops; the energy-aware routing algorithms select apath with a large number of small-distance hops. Inthis paper, we argue that such a formulation basedsolely on the energy spent in a single transmissionis misleading | the proper metric should include thetotal energy (including that expended for any retrans-missions necessary) spent in reliably delivering thepacket to its �nal destination.We �rst study how link error rates a�ect thisretransmission-aware metric, and how it leads to ane�cient choice between a path with a large number ofshort-distance hops and another with a smaller num-ber of large-distance hops. Such studies motivate thede�nition of a link cost that is a function of boththe energy required for a single transmission attemptacross the link and the link error rate. This cost func-tion captures the cumulative energy expended in re-liable data transfer, for both reliable and unreliablelink layers. Finally, through detailed simulations, weshow that our schemes can lead to upto 30-70% en-ergy savings over best known current schemes, underrealistic environments.

1 IntroductionMulti-hop wireless networks typically possess two im-portant characteristics:i) The battery power available on the constituentlightweight mobile nodes (such as sensor nodesor smart-phones) is relatively limited.ii) Communication costs (in terms of transmissionenergy required) are much higher than comput-ing costs (on individual devices).Energy-aware routing protocols (e.g., [1, 2, 3]) forsuch networks typically select routes that minimizethe total transmission power over all the nodes in theselected path.In constant-power scenarios, where the transmis-sion power of a node is chosen independent of thedistance of the link, conventional minimum-hop rout-ing [4, 5] will be most energy e�cient when the linksare error free. In alternative variable-power scenarios,where the nodes can dynamically vary their transmit-ter power levels, the transmission power is typically afunction of the distance between the transmitter andreceiver nodes. Mathematically speaking, the trans-mission power P is proportional to some higher orderof the distance D, i.e.,P / DK K � 2 (1)where K is a constant that depends on the propaga-tion medium and antenna characteristics1. In these1K is typically around 2 for short distances and omni-directional antennae, and around 4 for longer distances.1



scenarios, proposals for energy-e�cient routing pro-tocols (e.g., [1, 6]) typically aim to choose a path witha a large number of small-range hops, since they con-sume less power than an alternative route that has asmaller number of hops, but a larger distance for indi-vidual hops. In general, most formulations for com-puting energy e�cient paths employ algorithms forcomputing minimum-cost paths, with the link met-ric determined by the energy required to transmit asingle packet over that link. Setting this link cost to1 (and thus computing minimum hop paths) su�cesin constant-power scenarios, since the transmissionenergy is the same for all links.In this paper, we discuss why such a formulation ofthe link cost fails to capture the actual energy spentin reliable packet delivery | a more accurate formu-lation needs to consider the link error rates to accountfor the potential cost of retransmissions needed for re-liable packet delivery. Wireless links typically employlink-layer frame recovery mechanisms (e.g. link-layerretransmissions, or forward error correcting codes)to recover from packet losses. Additionally, proto-cols such as TCP or SCTP employ additional source-initiated retransmission mechanisms to provide a reli-able transport layer. Therefore, the energy cost asso-ciated with a candidate path should thus reect notmerely the energy spent in just transmitting a singlepacket across the link, but rather the \total e�ectiveenergy" spent in packet delivery, which includes theenergy spent in potential retransmissions as well2.We �rst consider how the error rate of individ-ual links a�ects the overall number of transmissionsneeded to ensure reliable packet delivery. Such ananalysis helps to clearly delineate how the energy as-sociated with the reliable delivery of a packet di�ersfrom the energy associated with simply transmittingthe packet. As part of this analysis, we consider twodi�erent operating models:a) End-to-End Retransmissions (EER): wherethe individual links do not provide link-layer re-transmissions and error recovery{ reliable packettransfer is achieved only via retransmissions ini-tiated by the source node.2This is especially relevant in multi-hop wireless networks,where variable channel conditions often cause packet error ratesas high as 15 � 25%.

b) Hop-by-Hop Retransmissions (HHR):where each individual link provides reliableforwarding to the next hop using localizedpacket retransmissions.We shall see that, in both cases, it is importantto consider the link's error rate as part of the routeselection algorithm, since the choice of links with rel-atively high error rates can signi�cantly increase thee�ective energy spent in reliably transmitting a singlepacket. This is true in both the constant-power andvariable-power scenarios | in either scenario, ignor-ing the error rate of the link leads to the selection ofpaths with high error rates and consequently, high re-transmission overhead. The analysis of the e�ects oflink error rates on the e�ective energy consumption ismore interesting for the variable-power case: we shallsee that the choice between a path with many short-range hops and another with fewer long-range hopsis non-trivial, but involves a tradeo� between the re-duction in the transmission energy for a single packetand the potential increase in the frequency of retrans-missions. Our analysis of the variable-power scenar-ios shows that schemes, which consider the link-errorrates, would perform signi�cantly better than cur-rently proposed minimum-energy routing protocols,which do not.We then study how routing algorithms can be usedto minimize our new objective function: the energyrequired to reliably transmit a packet to the destina-tion, the e�ective transmission energy. Since most de-centralized ad-hoc routing protocols (e.g., AODV [7],DSR [8]) attempt, at least approximately, to select aminimum-cost path (where the path cost is a sum ofthe individual link costs), we de�ne a new link cost asa function of both the link distance and the link errorrate. We shall show that such a link cost can be ex-actly de�ned to obtain optimal solutions only for theHHR scenario; for the EER framework, we can onlydevise an approximate cost function. By using sim-ulation studies, we also demonstrate how the choiceof parameters in the approximate EER cost formu-lation represents a tradeo� between energy e�ciencyand the achieved throughput.While the link quality has been previously sug-gested as a routing metric to reduce queuing delaysand loss rates, its implicit e�ect on the energy e�-ciency has not been studied before. By incorporating2



the link error rates in the link cost, energy savingsof 30% to 70% can often be achieved under realisticoperating conditions.The rest of the paper is organized as follows. Sec-tion 2 provides an overview of previous related work.Section 3 formulates the e�ective transmission energyproblem as a function of the number of hops, and theerror rates of each hop, for both the EER and HHRcase and analyses its e�ect on the optimum number ofhops in the variable-power scenario. It also demon-strates the agreement between our idealized energycomputation and real TCP behavior. Section 4 showshow to form link costs that lead to the selection ofminimum e�ective energy paths. In Section 5 wepresent the results of our simulation studies on cer-tain on ad-hoc topologies, for both the �xed-powerand the variable-power scenarios. Finally, Section 6concludes the paper.2 Related WorkMetrics used by conventional routing protocols for thewired Internet typically do not need to consider anyenergy-related parameters. Thus, RIP [4] uses hopcount as the sole route quality metric, thereby se-lecting minimum-hop paths between the source anddestinations. OSPF [5], on the other hand, can sup-port additional link metrics such as available band-width, link propagation delay etc.{ there is, how-ever, no well-de�ned support for using link-error ratesas a metric in computing the shortest cost path.Clearly, in �xed-power scenarios, the minimum-hoppath would also correspond to the path that uses theminimum total energy for a single transmission of apacket.In contrast, energy-aware routing protocols forvariable-power scenarios aim to directly minimize thetotal power consumed over the entire transmissionpath. PAMAS [1], is one such minimum total trans-mission energy protocol, where the link cost was set tothe transmission power and Dijkstra's shortest pathalgorithm was used to compute the path that uses thesmallest cumulative energy. In the case where nodescan dynamically adjust their power based on the linkdistance, such a formulation often leads to the forma-tion of a path with a large number of hops. A link costthat includes the receiver power as well is presentedin [2]. By using a modi�ed form of the Bellman-Ford

algorithm, this approach resulted in the selection ofpaths with smaller number of hops than PAMAS.Most ad-hoc routing protocols essentially aim tocompute minimum-cost paths; in contrast to generic(non ad-hoc) routing protocols, they contain specialfeatures to reduce the signaling overheads and con-vergence problems caused by node mobility and linkfailures. So, ad-hoc protocols, such as AODV or DSR,can in principle be adapted to yield minimum-energypaths simply by setting the link metric to be a func-tion of the transmission energy. In contrast, other ad-hoc routing protocols have been designed speci�callyto minimize transmission energy cost. For example,the Power-Aware Route Optimization (PARO) algo-rithm [6, 9] is designed for scenarios where the nodescan dynamically adjust their transmission powers{PARO attempts to generate a path with a large num-ber of short-distance hops. According to the PAROprotocol, a candidate intermediary node monitors anongoing direct communication between two nodes andevaluates the potential for power savings by insertingitself in the forwarding path{ in e�ect, replacing thedirect hop between the two nodes by two smaller hopsthrough itself.Researchers in energy-aware routing have also con-sidered other objective functions, besides the one ofminimum total energy. One alternative approach con-siders the battery capacity of individual nodes; suchbattery-aware routing algorithms typically aim to ex-tend the lifetime of all the ad-hoc nodes by distribut-ing the transmission paths among nodes that cur-rently possess greater battery resources. Such algo-rithms are based on the observation that minimum-energy routes can often unfairly penalize a subset ofthe nodes; for example, if several minimum energyroutes have a common host, the battery of that hostwill be exhausted quickly. Among such battery-awarealgorithms, [10] formulated a node metric, where thecapacity of each node was a decreasing function ofthe residual battery capacity. A minimum cost pathselection algorithm then helps to steer routes awaysfrom paths where many of the intermediate nodesare facing battery exhaustion. Since this mechanismcould still lead to the choice of a path having a nodethat was nearing exhaustion (especially if the othernodes on the path had high residual capacity), the ba-sic MMBCR algorithm and its variant (CMMBCR)[11] formulates path selection as a min-max problem.3



In this approach, the capacity of a route is de�ned asthe battery level of the critical (most drained) node;the algorithm then selects the path with the highestcapacity.All these protocols and algorithms, do not, how-ever, consider the e�ect of the link error rates on theoverall number of retransmissions, and thus the en-ergy needed for reliable packet delivery. Our prob-lem formulation and routing solution implicitly as-sumes that each node in the ad-hoc network is awareof the packet error link on its outgoing links. Sens-ing the channel noise conditions can be done eitherat the link layer, a capability that is built into mostcommercial wireless 802.11 interfaces available today,or through higher layer mechanisms such as periodicpacket probes or aggregated packet reception reportsfrom the receiver 3.3 Transmission Energy for Reli-able Packet Delivery under LinkErrorsIn this section, we demonstrate how the error rate as-sociated with a link a�ects a) the overall probabilityof reliable delivery, and consequently, b) the energyassociated with the reliable transmission of a singlepacket. For any particular link (i; j) between a trans-mitting node i and a receiving node j, let Ti;j denotethe transmission power and pi;j represent the packeterror probability. Assuming that all packets are of aconstant size, the energy involved in a packet trans-mission, Ei;j, is simply a �xed multiple of Ti;j.Any signal transmitted over a wireless medium ex-periences two di�erent e�ects: attenuation due to themedium, and interference with ambient noise on thechannel. Due to the characteristics of the wirelessmedium, the transmitted signal su�ers an attenua-tion proportional to DK , where D is the distance be-tween the receiver and the transmitter. The ambientnoise at the receiver is independent of the distancebetween the source and distance, and depends purelyon the operating conditions at the receiver. The biterror rate associated with a particular link is essen-tially a function of the ratio of this received signalpower to the ambient noise. In the constant-power3Similar ideas were proposed for link sensing in the InternetMANET Encapsulation Protocol [12].

scenario, Ti;j is independent of the characteristics ofthe link (i; j) and is essentially a constant. In thiscase, a receiver located farther away from a transmit-ter will su�er greater signal attenuation (proportionalto DK) and will, accordingly, be subject to a largerbit-error rate. In the variable-power scenario, a trans-mitter node essentially adjusts Ti;j to ensure that thestrength of the (attenuated) signal received by thereceiver is independent of D and is above a certainthreshold level Th. According, the optimal transmis-sion power associated with a link of distance D in thevariable-power scenario is given by:Topt = Th �  �DK ; (2)where  is a proportionality constant and K is thecoe�cient of attenuation (K � 2). Since Th istypically a technology-speci�c constant, we can seethat the optimal transmission energy over such a linkvaries as: Eopt(D) / DK : (3)It is now easy to understand, at least qualita-tively, the impact of neglecting the link error rateswhile determining a speci�c path between the sourceand destination nodes. For the �xed-power case, theminimum-hop path may not be the most \e�ective"energy-e�cient, since an alternative path with morehops may prove to be better if its overall error rate issu�ciently low. For the variable-power case, a pathwith a greater number of smaller hops may not al-ways be better; the savings achieved in the individualtransmission energies (given by Equation 3) may benulli�ed by a larger increase in link errors and conse-quently retransmissions.We now analyze the interesting consequences of thisbehavior for the variable-power scenario (for both theEER and HHR cases); we omit the analysis for the�xed-power scenario which is simpler, and a specialcase of our ensuing analysis.3.1 E�ect of Link Errors on OptimalRoute in EER CaseIn the EER case, a transmission error on any linkleads to a complete retransmission over the entirepath. Given the variable-power formulation of Eoptin Equation (3), it is easy to see why placing an in-termediate node along the straight line between two4



adjacent nodes (breaking up a link of distance D intotwo shorter links of distance D1 and D2 such thatD1 + D2 = D) always reduces the total Eopt. Infact, PARO works using precisely such an estimation.From a reliable transmission energy perspective, sucha comparison is, however, inadequate since it does notinclude the e�ect on the overall probability of error-free reception.To understand the energy-tradeo� involved inchoosing a path with multiple short hops over onewith a single long hop, consider communication be-tween a sender (S) and a receiver (R) located at adistance D. Let N represent the total number of hopsbetween S and R, so thatN�1 represents the numberof forwarding nodes inserting by a power-aware rout-ing protocols. For notational ease, let the nodes beindexed as i : i = f2; : : : ; Ng, with node i referringto the (i � 1)th intermediate hop in the forwardingpath; also, node 1 refers to S and node N + 1 refersto R. In this case, the total optimal energy spent insimply transmitting a packet once (without consider-ing whether or not the packet was reliably received)from the sender to the receiver over the N � 1 for-warding nodes is:Etotal = NXi=1Ei;i+1opt ; (4)or, on using Equation (3),Etotal = NXi=1 �DKi;i+1; (5)where Di;j refers to the distance between nodes iand j and � is a proportionality constant. To un-derstand the transmission energy characteristics as-sociated with the choice of N �1 intermediate nodes,we compute the lowest possible value of Etotal for anygiven layout of N � 1. Using very simple optimalityarguments, it is easy to see that the minimum trans-mission energy case occurs when each of the hops areof equal length DN . In that case, Etotal is given by:Etotal = NXi=1 �DKNK = �DKNK�1 (6)For computing the energy spent in reliable delivery,we now consider how the choice of N a�ects the theprobability of transmission errors and the consequent

need for retransmissions. Clearly, increasing the num-ber of intermediate hops the likelihood of transmis-sion errors over the entire path.Assuming that each of the N links has an indepen-dent packet error rate of plink , the probability of atransmission error over the entire path, denoted by p,is given by p = 1� (1� plink)N (7)The number of transmissions (including retransmis-sions) necessary to ensure the successful transfer ofa packet between S and D is then a geometricallydistributed random variable X , such thatProbfX = kg = pk�1 � (1� p); 8 kThe mean number of individual packet transmis-sions for the successful transfer of a single packet isthus 11�p . Since each such transmission uses total en-ergy Etotal given by Equation (6), the total expectedenergy required in the reliable transmission of a singlepacket is given by:EEERtotal rel = � DKNK�1 � 11� p= �DKNK�1 � (1� plink)N (8)The equation clearly demonstrates the e�ect of in-creasing N on the total energy necessary; while theterm NK�1 in the denominator increases with N , theerror-related term (1� plink)N decreases with N . Bytreating N as a continuous variable and taking deriva-tives, it is easy to see that the optimal value of thenumber of hops, Nopt is given by:Nopt = (K � 1)� log(1� plink)Thus a larger value of p corresponds to a smaller valuefor the optimal number of intermediate forwardingnodes. Also, the optimal value for N increases lin-early with the attenuation coe�cient K. There isthus clearly an optimal value of N ; while lower val-ues of N do not exploit the potential reduction inthe transmission energy, higher values of N cause theoverhead of retransmissions to dominate the total en-ergy budget.To study these tradeo�s graphically, we plotEEERtotal rel against varying N (for di�erent values of5
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Figure 1: Total Energy Costs vs. Number ofForwarding Nodes (EER)plink) in Figure 1. For this graph, � and D (whichare really arbitrary scaling constants) in the analy-sis are kept at 1 and 10 respectively and K = 2.The graph shows that for low values of the link errorrates, the probability of transmission errors is rela-tively insigni�cant; accordingly, the presence of mul-tiple short-range hops nodes leads to a signi�cant re-duction in the total energy consumption. However,when the error rates are higher than around 10%, theoptimal value of N is fairly small; in such scenarios,any potential power savings due to the introductionof an intermediate node are negated by a sharp in-crease in the number of transmissions necessary dueto a larger e�ective path error rate. In contrast toearlier analyses, a path with multiple shorter hops isthus not always bene�cial than one with a smallernumber of long-distance hops. Accordingly, protocolssuch as PARO must be modi�ed to consider the im-pact of introducing an additional hop on the overallprobability of reliable delivery.3.1.1 Energy Costs for TCP FlowsOur formulation (Equation (8)) provides the total en-ergy consumed per packet using an ideal retransmis-sion mechanism. TCP's ow control and error recov-ery algorithms could potentially lead to di�erent val-ues for the energy consumption, since TCP behaviorduring loss-related transients can lead to unnecessaryretransmissions. While the e�ective TCP through-put (or goodput) as a function of the end-to-end lossprobability has been derived in several analyses (see
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Figure 2: Idealized / TCP Energy Costs vs.Number of Forwarding Nodes (EER)[13, 14]), there exists no model to predict the totalnumber of packet transmissions (including retrans-missions) for a TCP ow subject to a variable packetloss rate. We thus use simulation studies using the ns-2 [15] simulator, to measure the energy requirementsfor reliable TCP transmissions. Figure 2 plots theenergy consumed by a persistent TCP ow, as wellas the ideal values computed using Equation (8), forvarying N and for plink = f0:01; 0:05g. The remark-ably close agreement between our analytical predic-tions and TCP-driven simulation results veri�es thepractical utility of our analytical model.3.2 E�ect of Optimal Route in HHR CaseIn the case of the HHR model, a transmission error ona speci�c link implies the need for retransmissions onthat link alone. This is a better model for multi-hopwireless networking environments, which typically al-ways employ link-layer retransmissions. In this case,the link layer retransmissions on a speci�c link essen-tially ensure that the transmission energy spent onthe other links in the path is independent of the errorrate of that link. For our analysis, we do not boundthe maximum number of permitted retransmissions:a transmitter continues to retransmit a packet un-til the receiving node acknowledges error-free recep-tion. (Clearly, practical systems would typically em-ploy a maximum number of retransmission attemptsto bound the forwarding latency.) Since our primaryfocus is on energy-e�cient routing, we also do notexplicitly consider the e�ect of such retransmissions6
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Figure 3: Total Energy Costs vs. Number ofForwarding Nodes (HHR)on the overall forwarding latency of the path in thispaper.Since the number of transmissions on each link isnow independent of the other links and is geometri-cally distributed, the total energy cost for the HHRcase is EHHRtotal rel = NXi=1 � Dki;i+11� pi;i+1 (9)In the case of N intermediate nodes, with each hopbeing of distance DN and having a link packet errorrate of plink , this reduces to:EHRRtotal rel = � DKNK�1 � (1� plink) (10)Figure 3 plots the total energy for the HHR case,for K = 2 and di�erent values of N and plink. Inthis case, it is easy to see that the total energy re-quired always decreases with increasing N , followingthe 1NK�1 asymptote. Of course, the logarithmic scalefor the energy cost compresses the di�erences in thevalue of PHHRtotal rel for di�erent plink . By itself, thisresult is not very interesting: if all links have the sameerror rate, it is bene�cial to substitute a single hopwith multiple shorter hops.A more interesting study is to observe the total en-ergy consumption, for a �xed N , for di�erent valuesof plink. Clearly, for moderately large values of plink,the number of total transmissions (and hence, theenergy consumption) increases super-linearly with anincrease in the link error rate. The graph thus showsthe importance of choosing links with appropriate

link error rates, even in the HHR case. (In the EERcase, Figure 1 clearly demonstrates that the e�ect oflarger link error rates is much more drastic | whenN = 10, for example, increasing the loss probabilityfrom 0:1 to 0:2 can increase the energy consumptionten-fold.) An energy-aware algorithm that does notconsider the error rates of associated links would notdistinguish between two paths, each of 10 nodes hav-ing the sameD values but di�erent packet error rates.However, our analysis clearly shows that the e�ectiveenergy consumed by a path consisting of links withhigher packet error rates would be much larger thana path with smaller error rates.We obtain another meaningful observation by com-paring the values for Etotal rel for the EER and HHRcases (Figures 1 and 3), for identical values of N andK. It is easy to see that, for moderate to high val-ues of plink , the EER framework results in at least anorder of magnitude higher energy consumption thanthe HHR case. By avoiding the end-to-end retrans-missions, the HHR approach can signi�cantly lowerthe total energy consumption. These analyses rein-force the requirements of link-layer retransmissions inany radio technology used in multi-hop, ad-hoc wire-less networks.4 Link Costs for Energy-AwareRouting for Reliable Communi-cationIn contrast to traditional Internet routing protocols,energy-aware routing protocols typically compute theshortest-cost path, where the cost associated witheach link is some function of the transmission (and/orreception) energy associated with the correspondingnodes. To adapt such minimum cost route determi-nation algorithms (such as Dijkstra's or the Bellman-Ford algorithm) for energy-e�cient reliable routing,the link cost must now be a function of not just theassociated transmission energy, but also the link er-ror rates as well. Using such a metric would allow therouting algorithm to select links that present the op-timal tradeo� between low transmission energies andlow link error rates. As we shall shortly see, de�ningsuch a link cost is possible only in the HHR case; ap-proximations are needed to de�ne suitable cost met-rics in the EER scenario.7



Before presenting the appropriate link costs, it isnecessary to de�ne graph used for computing theshortest cost paths. Consider a graph, with the setof vertices representing the communication nodes anda link li;j representing the direct hop between nodesi and j. For generality, assume an asymmetric casewhere li;j is not the same as lj;i; moreover, li;j refers tothe link used by node i to transmit to node j. A linkis assumed to exist between node pair (i; j) as longas node j lies within the transmission range of nodei. This transmission range is uniquely de�ned forthe constant-power case; for the variable-power case,this range is really the maximum permissible rangecorresponding to the maximum transmission powerof a sender. Let Ei;j be the energy associated withthe transmission of a packet over link li;j, and pi;j bethe link packet error probability associated with thatlink. (In the �xed-power scenario, Ei;j is indepen-dent of the link characteristics; in the variable-powerscenario, Ei;j is a function of the distance betweennodes i and j.) Now, the routing algorithm's job isto compute the shortest path from a source to the des-tination that minimizes the sum of the transmissionenergy costs over each constituent link.4.1 The Hop-by-Hop Retransmission(HHR) ScenarioConsider a path P from a source node S (indexed asnode 1) to node D that consists of N�1 intermediatenodes indexed as 2; : : : ; N . Then, choosing path Pfor communication between S and D implies that thetotal energy cost is given by:EP = NXi=1 Ei;i+11� pi;i+1 (11)Choosing a minimum-cost path from node 1 to nodeN + 1 is thus equivalent to choosing the path P thatminimizes Equation (11). It is thus easy to see thatthe corresponding link cost for link Li;j , denoted byCi;j , is given by: Ci;j = Ei;j1� pi;j (12)Various ad-hoc routing protocol, such as TORAor AODV, can then use this link cost to computethe appropriate minimum-energy routes. Newer ad-hoc routing protocols, such as PARO, can also be

easily adapted to use this new link cost formulation.Thus, in the modi�ed version of the PARO algorithm,an intermediate node C would o�er to interject itselfbetween two nodes A and B if the sum of the linkcosts CA;C +CC;B was less than the `direct' link costCA;B.4.2 End-to-End Retransmission (EER)ScenarioIn the absence of hop-by-hop retransmissions, the ex-pression for the total energy cost along a path con-tains a multiplicative term involving the packet errorprobabilities of the individual constituent links. Infact, assuming that transmission errors on a link donot stop downstream nodes from relaying the packet,the total transmission energy can be expressed as :EP = PNi=1Ei;i+1QNi=1(1� pi;i+1) (13)Given this form, the total cost of the path cannot beexpressed as a linear sum of individual link costs4,thereby making the exact formulation inappropriatefor traditional minimum-cost path computation al-gorithms. We therefore concentrate on alternativeformulations of the link cost, which allow us to useconventional distributed shortest-cost algorithms tocompute \approximate" minimum energy routes.A study of Equation (13) shows that using a linkwith a high p can be very detrimental in the EERcase: an error-prone link e�ectively drives up theenergy cost for all the nodes in the path. There-fore, a useful heuristic function for link cost shouldhave a super-linear increase with increase in link er-ror rate; making the link cost for error-prone linksprohibitively high, we can ensure that such links areusually excluded by shortest-cost path computations.In particular, for a path consisting of k identicallinks (i.e. have the same link error rate and link trans-4We do not consider solutions that require each node or linkto separately advertise two di�erent metrics. If such adver-tisements were allowed, we can indeed compute the optimalpath accurately. For example, if we considered two separatemetrics| a) Ei;j and b) log(1 � pi;j), then a node can accu-rately compute the next hop neighbor (using a distance-vectorapproach) to a destination D by using the cumulative valuesPEi;j andP log(1� pi;j) advertised by its neighbor set.8



mission cost), Equation 13 will reduce toEP = kE(1� p)k (14)where, p is the link error rate and E is the transmis-sion cost across each of these links. This leads us topropose a heuristic cost function for a link, as follows:Capproxi;j = Ei;j(1� pi;j)L (15)where L = 2; 3; : : :, and is chosen to be identical forall links5. Clearly, if the exact path length is knownand all nodes on the path have the identical link er-ror rates and transmission costs, L should be chosenequal to that path length. However, we require that alink should advertise a single cost for that link for dis-tributed route computation, in accordance with cur-rent routing schemes. Therefore, we need to �x thevalue of L, independent of the di�erent paths thatcross a given link. If better knowledge of the networkpaths are available, then L should be chosen to be theaverage path length of this network. Higher values ofL impose progressively sti�er penalties on links withnon-zero error probabilities.Given this formulation of the link cost, theminimum-cost path computation e�ectively computesthe path with the minimum \approximate" energycost given by: EP � NXi=1 Ei;i+1(1� pi;i+1)L (16)As before, regular ad-hoc routing protocols, or newerones such as PARO, can use this new link cost func-tion Capprox to evaluate their routing decisions.As with our theoretical studies in Section 3, theanalysis here does not directly apply to TCP-basedreliable transport, since TCP's loss recovery mech-anism can lead to additional transients. In the nextsection, we shall use simulation-based studies to studythe performance of our suggested modi�cations to thelink cost metric in typical ad-hoc topologies.5There should be an L factor in the numerator too (as inEquation 14, but since this is identical for all links, it can ef-fectively be ignored.

5 Simulation Studies and Perfor-mance EvaluationThe analysis of the previous section provides a foun-dation for devising energy-conscious protocols for re-liable data transfer. In this section, we report on ex-tensive simulation-based studies on the performanceimpacts of our proposed modi�cations in the ns-2 [15]simulator. The tra�c for our simulation studies con-sists of two types:i) For studies using the EER framework, we usedTCP ows implementing the NewReno versionof congestion control.ii) For studies using the HHR framework, we usedboth UDP and TCP ows. In UDP ows, pack-ets are inserted by the source at regular intervals.To study the performance of our suggestedschemes, we implemented and observed three sepa-rate routing algorithms:a) The minimum-hop routing algorithm, where thecost of all links was identical and independent ofboth the transmission energy and the error rate.b) The Energy-Aware (EA) routing algorithm,where the cost associated with each link is theenergy required to transmit a single packet (with-out retransmission considerations) across thatlink.c) Our Retransmission-Energy Aware (RA) algo-rithm, where the link cost includes the packeterror rates, and thus considers the (theoreti-cal) impact of retransmissions necessary for re-liable packet transfer. For the HHR scenario,we use the link cost of Equation (12); for theEER model, we use the `approximate' link costof Equation (15) (with di�erent values of L).In the �xed-power scenario, the minimum-hop andEA algorithms exhibit identical behavior; accord-ingly, it su�ces to compare our RA algorithm withminimum-hop routing alone. For our experiments weused di�erent topologies having upto 100 nodes ran-domly distributed over on a square region, to studythe e�ects of various schemes on energy requirements9



AFigure 4: The 49-node topology. The shaded regionmarks the maximum transmission range for the cor-ner node, A. There are three ows from each of the4 corner nodes, for a total of 12 ows.and throughputs achieved. In this section, we dis-cuss in detail results from one representative topol-ogy, where 49 nodes were distributed over a 70X70unit grid, equi-spaced 10 units apart (Figure 4). Themaximum transmission radius of a node is 45 units,which implies that each node has between 14 and 48neighbors on this topology,Each of the routing algorithms (two for the �xed-power scenario, three for the variable-power scenario)were then run on these static topologies to derive theleast-cost paths to each destination node. To simu-late the o�ered tra�c load typically of such ad-hocwireless topologies, each of the corner node on thegrid had 3 active ows, providing a total of 12 ows.Since our objective was to study the transmission en-ergies alone, we did not consider other factors suchas link congestion, bu�er overow etc. Thus, eachlink had an in�nitely larger transmit bu�er; the linkbandwidths for all links (point to point) was set to11 Mbps. Each of the simulations was run for a �xedduration.5.1 Modeling Link ErrorsThe relation between the bit-error-rate (pb) over awireless channel and the received power level Pr is afunction of the modulation scheme. However, in gen-eral, most modulation schemes exhibit the following

generic relationship between pb and Pr:pb / erfc(sconstant � PrN )where N is the noise spectral density (noise powerper Hz) and erfc(x) is de�ned as the complementaryfunction of erf (x) and is given byerfc(x) = 1 � Z x0 e�t2 dtAs speci�c examples, the bit error rate for is givenby pb = erfc(qPrN ) for coherent OOK (on-o� keying),by pb = (M � 1)� erfc(qPr log2 (M )N ) for M-ary FSK(frequency shift keying) and by pb � 2 sin( �Mp2) �erfc(q2PrN ) for QPSK (quadrature phase shift key-ing). Thus, the bit error rate for binary PSK (BPSK)is given by:pb = 2 sin( �2p2)� erfc(s2PrN ) (17)Since we are not interested in the details of a spe-ci�c modulation scheme but merely want to study thegeneral dependence of the error rate on the receivedpower, we make the following assumptions:i) The packet error rate p, equals L:pb, where pb isthe bit error rate and L is the packet size. This isan accurate approximation for small error ratespb; thus, we assume that the packet error rateincreases/decreases in direct proportion to pb.ii) The received signal power is inversely propor-tional to DK , where D is the link distance, andK is the same constant as used in Equation 2.Thus Pr can be replaced by T=DK where Tis the transmitter power. We choose BPSKas our representative candidate and hence, useEquation 17 to derive the bit-error-rate.We study both the �xed and variable power sce-narios in our simulations.� Fixed transmission power: In this case all thenodes in the network use a �xed power for alltransmissions, which is independent of the link10



distance. While such an approach is clearly in-e�cient for wireless environments, it is represen-tative of several commercial radio interfaces thatdo not provide the capability for dynamic poweradjustment. From Equation 17, it is clear thatlinks with larger distances have higher packet er-ror rates.For our experiments in this case, we �rst chose amaximum error rate (pmax) for an unit hop alongthe axes for the grid topology given in Figure 4.Using Equation 2 and 17, it is then possible tocalculate the corresponding maximum error rateson the other links.To add the e�ect of random ambient noise in thechannel, we chose the actual packet error rate oneach link uniformly at random from the interval(0; pmax), where pmax is the maximum packet er-ror rate computed for that link. For di�erentexperiments, we varied the pmax for the unit hoplinks (and correspondingly the maximum errorrates for the other links).� Variable transmission power: In this case,we assume that all the nodes in the network aredynamically able to adjust transmission poweracross the links. Each node chooses the trans-mission power level for a link so that the signalreaches the destination node with the same con-stant received power. Since we assume that theattenuation of signal strength is given by Equa-tion 1, the energy requirements for transmittingacross links of di�erent lengths is given by Equa-tion 3.Since all nodes now receive signals with the samepower, the bit error rate given by Equation 17,is the same for all links (by using the exibil-ity of adjusting the transmission power based onlink distances). Therefore, for this scenario, weonly need to model the additional link error ratedue to ambient noise at the receiver. We chosethe maximum error rate for a link due to am-bient noise (pambient), for the di�erent experi-ments in this case, and chose the actual error ratefor a link uniformly at random from the interval(0; pambient).

5.2 MetricsTo study the energy e�ciency of the routing proto-cols, we observed two di�erent metrics:i) Normalized energy: We �rst compute the av-erage energy per data packet by dividing the to-tal energy expenditure (over all the nodes in thenetwork) by the total number of unique packetsreceived at any destination (sequence number forTCP and packets for UDP). We de�ned the nor-malized energy of a scheme, as the ratio of theaverage energy per data packet for that schemeto the average energy per data packet requiredby the minimum-hop routing scheme. Since, theminimum-hop routing scheme clearly consumesthe maximal energy, the normalized energy pa-rameter provides an easy representation of thepercentage energy savings achieved by the other(EA and RA) routing algorithms.ii) E�ective Reliable Throughput: This met-ric counts the number of packets that was reli-ably transmitted from the source to the destina-tion, over the simulated duration. Since all theplots show results of runs of di�erent schemesover the same time duration, we do not actuallydivide this packet count by the simulation du-ration. Di�erent routing schemes will di�er inthe total number of packets that the underlyingows are able to transfer over an identical timeinterval.5.3 Fixed Transmission Power ScenarioWe �rst present results for the case where each nodeuses a �xed and constant transmission power for alllinks. In this case, it is obvious that the EA rout-ing scheme degenerates to the minimum-hop routingscheme.5.3.1 HHR ModelWe �rst present the results for the case where eachhop (link) implemented its own localized retransmis-sion algorithm to ensure reliable delivery to the nextnode on the path.HHR with UDP: Figure 5 shows the the total en-ergy consumption for the routing schemes under link-layer retransmissions (HHR case). We experimented11
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Figure 5: UDP ows with link layer re-transmissions (HHR) for �xed transmissionpower scenario.with a range of link error rates to obtain these re-sults. As can be seen, the RA scheme shows a signif-icant improvement over the minimum-hop (identicalin this environment to the EA) scheme, as expected.The normalized energy requirements of the minimum-hop and the EA schemes is unity in this case. Withincreasing link error rates, the bene�ts of using ourre-transmission aware scheme becomes more signif-icant. For example, at a maximum link error ratefor the unit hop links (pmax) of 0.25, the RA schemeconsumes about 24% lower energy than the other twoschemes. Note, that in this case, 0.25 is only the max-imum link error rate for the unit links; typical unitlinks will have actual error rates varying between 0.0and 0.25.It is perhaps important to emphasize that it is onlythe normalized energy for the RA scheme which de-creases with increasing link error rate. The absoluteenergy expenditure will obviously increase with anincreasing value of pmax for all routing algorithms.HHR with TCP: In Figure 6, we observe thesame metric for TCP ows. As can be seen, the trendsfor both UDP and TCP ows, in terms of energy re-quirements are similar, when link-layer retransmis-sions are present. However, it is more interestingto observe the consequences of using these di�erentschemes on the number of data packets transmittedreliably to the destinations of the ows. This is shownin Figure 7. The RA scheme consistently deliversa larger volume of data packets to the destination
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Figure 6: Energy required for TCP ows withlink layer re-transmissions (HHR) for �xed trans-mission power scenario.
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Figure 7: Reliable packet transmissions for TCPows with link layer re-transmissions (HHR) for�xed transmission power scenario.within the same simulated duration, even while it isconsuming less energy per sequence number transmit-ted. This is because of two reasons. First, the RAscheme at many times chooses path with lower errorrates. Thus the number of link-layer retransmissionsseen for TCP ows using the RA scheme is lower,and hence the round trip time delays are lower. Thethroughput, T , of a TCP ow, with round trip delay,� and loss rate, p, varies as [16]:T (�; p)� 1� � 1pp (18)The RA scheme has smaller values of both p and �and so has a higher throughput.12



5.3.2 EER ModelWe now provide the results of our experiments underthe EER scheme.EER with TCP: We look at the energy require-ments when end-to-end TCP re-transmissions are thesole means of ensuring reliable data transfer. Theminimum-hop algorithm always chooses a small num-ber of larger distance links. However, in this �xedtransmission power case, the received signal strengthover larger distance links is lower, and consequently,by Equation 17, has a higher bit error rate. Sincethere are no link layer retransmissions, the loss prob-ability for each data segment is fairly high. Thereforethis scheme achieves a very low TCP throughput (lessthan 1% of that achieved by the RA scheme) and stillused 10-20% more energy. Hence it was di�cult to domeaningful simulation comparisons of the RA schemewith this minimum-hop algorithm.5.4 Variable Transmission Power ScenarioIn this case, the nodes are capable to adaptingthe transmission power, so that the received signalstrength is identical across all links. To achieve this,clearly, links with larger distances require a highertransmission power than links with smaller distances.In this situation, we varied the link error rate due toambient noise at the receiver of the links to comparethe di�erent schemes.Unlike the �xed transmission power case, the EArouting algorithm in this case chooses paths with alarge number of small hops, and has lower energyconsumption than the minimum hop routing algo-rithm. Therefore, in these results, we compare ourRA scheme with both EA and minimum-hop rout-ing.5.4.1 HHR ModelWe �rst present the results for the case where eachhop (link) implemented its own localized retransmis-sion algorithm to ensure reliable delivery to the nextnode on the path.HHR with UDP: Figure 8 shows the the totalenergy consumption for the routing schemes underlink-layer retransmissions (HHR case). We experi-mented with a range of channel error rates to obtain
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Figure 8: UDP ows with link layer re-transmissions (HHR) for variable transmissionpower scenario.these results. Both EA and RA schemes are a sig-ni�cant improvement over the minimum-hop routingscheme, as expected. However, with increasing chan-nel error rates, the di�erence between the normalizedenergy required per reliable packet transmission forthe RA and the EA schemes diverges. At some of thehigh channel error rates (pambient = 0:5), the energyrequirements of the RA scheme is about 25% lowerthan the EA scheme. It is again useful to note, thatthis error rate is only the maximum error rate forthe link. The actual link error rate is typically muchsmaller.Once again, it is only the normalized energy forthe RA scheme which decreases. The absolute energyrequired obviously increases with an increasing valueof pmax.HHR with TCP: In Figure 9, we observe thesame metric for TCP ows. As before, the energy re-quirements of for the RA scheme is much lower thanthe EA scheme. Additionally, we can again observe(Figure 10) that the number of data packets trans-mitted reliably for the RA scheme is much higher thanthat of the EA scheme.5.4.2 EER ModelFinally, we provide the results of our experiments un-der the EER framework.EER with TCP: For the EER case, like before,it was often di�cult to simulate links with high error13
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Figure 9: Energy required for TCP ows withlink layer re-transmissions (HHR) for variabletransmission power scenario.
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Figure 10: Reliable packet transmissions for TCPows with link layer re-transmissions (HHR) forvariable transmission power scenario.rates| even with a small number of hops, each TCPpacket is lost with a high probability and no data evergets to the destinations.The energy savings achieved by the RA algorithmis more pronounced when no link-layer retransmis-sion mechanisms are present. For some of the higherlink error rates simulated in this environment (e.g.,pmax = 0:22), the energy savings of the RA schemewas nearly 65% of the EA scheme, as can be seenin Figure 11. Again, it is interesting to observe thedata packets transmitted reliably by the EA and theRA schemes, simulated over the same duration (Fig-ure 12). For lower error rates (pmax between 0.1 to
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Figure 11: TCP ows with no link layer re-transmissions (EER) for variable transmissionpower scenario.
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Figure 12: TCP ows with no link layer re-transmissions (EER) for variable transmissionpower scenario.0.14) the RA scheme transmits nearly an order ofmagnitude more TCP sequence numbers than the EAscheme. While the total TCP goodput approacheszero for both schemes, as the link error rates increase,the rate of decrease in the TCP goodput is muchhigher for the EA scheme than the RA scheme.Varying L: In Figure 13, we varied the L-parameter of Equation (15) for a speci�c error rate onthe links (i.e., pmax = 0:175). The number of reliablytransmitted packets increased monotonically with thevalue of L. However, the curve in the �gure has aminimum \energy per reliably transmitted packet",14
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L=15Figure 13: Varying the L parameter to tradeo� nor-malized energy and number of reliably transmittedsequence numbers.corresponding to L = 5, in this example6. Varyingthe L-value from this optimal value leads to poorerenergy-e�ciency (higher energy/packet). There isthus clearly a trade-o� between the achieved through-put, and the e�ective energy expended. To achievea higher throughput, it is necessary to prefer fewerhops, as well as links with low error rates (highererror rate links will cause higher delays due to re-transmissions). This plot illustrates the following im-portant point: it is possible to tune the L-parameterto choose an appropriate operating point that capturesthe tradeo� between a) the achieved TCP through-put, and b) the e�ective energy expended per sequencenumber received reliably.6 ConclusionIn this paper, we have shown why the e�ective to-tal transmission energy, which includes the energyspent in potential retransmissions, is the proper met-ric for reliable, energy-e�cient communications. Theenergy-e�ciency of a candidate route is thus criticallydependent on the packet error rate of the underlyinglinks, since they directly a�ect the energy wasted inretransmissions.Our analysis of the interplay between error rates,6Finer measurements with many more L-values would yieldthe exact L that minimizes this curve.

number of hops and transmission power levels revealsseveral key results:1. Even if all links have identical error rates, it isnot always true that splitting a large-distance(high-power) hop into multiple small-distance(low-power) hops results in overall energy sav-ings. Our analysis shows that if the number ofhops exceeds an optimal value (which can be assmall as 5� 10 in realistic scenarios), the rise inthe overall error probability negates any appar-ent reduction in the transmission power.2. Any routing algorithm must evaluate a candi-date link (and the path) on the basis of both itspower requirements and its error rate. Even inthe HHR framework, where retransmissions aretypically localized to a speci�c hop, the choiceof an error-prone link can lead to signi�cantlyhigher e�ective energy expended per packet.3. Link-layer retransmission support (HHR) is al-most mandatory for a wireless, ad-hoc network,since it can reduce the e�ective energy consump-tion by at least an order of magnitude.4. The advantages of using our proposed re-transmission aware routing scheme is signi�cantirrespective of whether �xed or variable trans-mission power is used by the nodes to transmitacross links.We also studied modi�cations to the link cost thatwould enable conventional minimum-cost path algo-rithms to select optimal \e�ective energy" routes.While the appropriate cost for link (i; j) turned outto be Ei;j1�pi;j for the HHR framework, it was not pos-sible to de�ne an exact link cost for the EER case.For the EER scenario, we studied the performance ofapproximate link costs of the form Ei;j(1�pi;j)L for var-ious values of L. Our simulation studies show thatthe incorporation of the error rate in the link costleads to signi�cant energy savings (potentially as highas 70%) compared to existing minimum-energy algo-rithms. It also turns out that, in the HHR model,the L parameter in the link cost provides a knob totrade o� energy e�ciency with network throughput(capacity). While larger values of L always lead tothe selection of shorter-hop routes and larger session15



throughput, the energy-e�ciency typically increasesand then decreases with increasing L.As part of future research, we intend to extend ouranalyses (which assumed each link to be operating in-dependently of other links) to scenarios, such as IEEE802.11-based networks, where the logical links sharethe same physical channel and hence, interfere withone another. Indeed, since an energy-aware routingprotocol de�nes the next-hop node (and hence, im-plicitly de�nes the associated transmission power),the choice of the routing algorithm is expected to af-fect both the overall network capacity and individualsession throughputs in such scenarios.References[1] S. Singh and C.S. Raghavendra, \PAMAS-PowerAware Multi-Access Protocol with Signal-ing for Ad Hoc Networks", ACM CommunicationReview, July 1998.[2] K. Scott and N. Bamboos, \Routing and ChannelAssignment for Low Power Transmission in PCS",Proceedings of ICUPC'96, October 1996.[3] J.-H. Chang and L. Tassiulas, \Energy Conserv-ing Routing in Wireless Ad-hoc Networks", Pro-ceedings of INFOCOM '00, March 2000.[4] G. Malkin, \RIP Version 2", RFC 2453, IETF,November 1998.[5] J. Moy, \OSPF Version 2", RFC 2178, IETF,April 1998.[6] J. Gomez-Castellanos, A. Campbell, M.Naghshineh and C. Bisdikian, \PARO: APower-Aware Routing Optimization Scheme forMobile Ad Hoc Networks", draft-gomez-paro-manet-00.txt, Work in Progress, IETF, March2001.[7] C. Perkins, E. Royer and S. Das, \Ad Hoc On De-mand Distance Vector (AODV) Routing", draft-manet-ietf-aodv-8.txt, IETF, Work in Progress,March 2001.[8] D. Johnson and D. Maltz, \Dynamic Source Rout-ing in Ad Hoc Wireless Networks", In MobileComputing, chapter 5 pp. 153-181, Kluwer Aca-demic Publishers, 1996.
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