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Solvation and hydrophobicity drive many critical processes in nature, playing

an important role in the folding of proteins, aggregation of surfactants into micelles,

and in the disorder to order transitions that occur in some allosteric proteins upon

ligand binding. Understanding how solvation and hydrophobicity affect these pro-

cesses at a molecular level is important to finding new ways to use these processes,

but it can be difficult to characterize these molecular details using experimental

methods. Molecular dynamics (MD) simulations have proven useful in exploring

details and thermodynamic conditions inaccessible in experiment, as MD captures

the time evolution of the system at a molecular level. The phenomena which can

be studied with an MD simulation depend on the mathematical model employed.

Atomistic models provide the most detail for a simulation, but due to the computa-

tional costs required are not typically used to study phenomena which require system

sizes larger than several hundred thousand atoms and time scales greater than sev-

eral µs. Coarse-grained (CG) models reduce the complexity of the system being



studied, enabling the exploration of phenomena that occur at longer time scales.

We have developed CG models to study protein folding and surfactant aggregation.

Our CG surfactant model uses a three-body potential to account for hydrogen bond-

ing without an explicit electrostatic potential, reducing the computational cost of

the model. With our surfactant model we studied the stability of non-ionic micelles

at extremes of temperature, capturing a window of thermal stability with destabi-

lization of the micelles at both high and low temperatures. We observed changes

in structure and solvation of the micelle at low temperatures, with a shift in en-

thalpy of solvation water providing the driving force for destabilization. Solvation

and hydrophobicity are also critical in the folding and stability of proteins. With a

modified version of our surfactant model we characterized the folding landscape of

a designed sequence which folds to a helical bundle in water. We found two compet-

ing folded states which differ by rotation of a helix and trade between hydrophobic

packing and solvation of protein’s core. Changes in hydrophobic packing can also

be involved in the disorder to order transitions that occur upon liganding binding

in an allosteric protein, such as the E. Coli biotin ligase/repressor (BirA), in which

ligand binding promotes dimerization. We have used atomistic simulations of BirA

mutants in collaboration with an experimental group to identify structural changes,

accompanied by changes in solvation, at both the dimer interface and ligand binding

regions for distal mutations which impact the functionality of BirA.
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Chapter 1: Introduction

Folding and aggregation of macromolecules in water are critical steps found

in many biological processes. For most proteins, folding to a unique 3-dimensional

structure is a necessary step to allow functionality. Aggregation of misfolded proteins

is a hallmark of many common human diseases such as Alzheimer’s, Parkinson’s,

and Huntington’s disease [1, 2]. Aggregation processes are required for formation

of lipid bilayers and micelles, which are important to both biology and industry.

In particular, aggregation of surfactant molecules into micelles is critical for their

use in industry as detergents, dispersants, emulsifiers, and drug delivery vehicles

[3–6]. A driving force behind macromolecular folding and aggregation is the effect

of solvating hydrophobic and hydrophilic solutes with water. While it can be difficult

to examine the involvement of water in these processes at a molecular level using

experimental techniques, great strides have been made in studying them through

molecular dynamics (MD) simulations. MD is the simulation of the motion of atoms

using computational models. The computational models which are developed for

MD are called force fields, and define the interaction energies between atoms using

mathematical equations referred to as potentials. Using these force fields, the motion

of a system of atoms can be simulated by calculating interactions between the atoms
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and integrating Newton’s laws of motion. These MD simulations have been able to

provide much insight into the molecular details of processes which may be difficult

or impossible to study experimentally.

Many biological systems have been studied using traditional all-atom (AA)

force fields, which model each atom in a system explicitly and attempt to replicate

interactions between atoms as accurately as possible. However, for larger systems

or longer time scales that may be necessary to study biological systems, coarse-

grained (CG) models are frequently used. The cutoff for what system size or time

scale is feasible with atomistic simulations depends both on the phenomena being

studied and the computational resources available. Common limits for system size

of AA simulations are in the hundreds of thousands of atoms and time scales for

AA simulations do not typically go beyond several µs. CG models decrease the

complexity of the system being studied, typically by grouping multiple atoms into

single interaction sites and/or by using simplified models to describe interactions

between atoms. CG models are not capable of the accuracy found in AA force

fields, but are capable of studying processes on larger time scales or with larger

systems. Additionally, there is a wide range in the level of “coarse-graining” found

in commonly used CG models. United-atom models are very similar to AA models,

having similar force fields and modeling all atoms but hydrogen. On the other end

of the scale, many lattice models use single interaction sites, or beads, to represent

an entire residue in a protein and restrict the simulation to 2-dimensional space.

The choice of model depends on the time-scale of the phenomena being studied,

the level of detail the researcher wishes to observe, and the computational resources
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which are available.

Folding and aggregation are typically slow processes. Even with simplest

known protein fold, the 35-residue villin headpiece 3-helix bundle [7], ab initio fold-

ing using an AA model takes on the order of 1 µs [8,9] of simulation time. This sim-

ulation time would be for a single folding event; characterizing the folding landscape

of a protein requires many folding and unfolding events. Simulating aggregation of

surfactants into micelles requires large systems representing hundreds of thousands

of atoms, and multiple µs of simulation time may be required to observe complete

formation [10]. Therefore, macromolecular folding and aggregation are common tar-

gets of CG models. A CG model improves the ability to sample a folding landscape

by both reducing the computational complexity of the simulation and by smoothing

energy barriers in the folding landscape, allowing more frequent transitions between

different free energy states to be observed. As water often represents the bulk of

the computational costs in atomistic simulations, one approach for study of large

systems is to employ coarse-grained models that consider the effects of water im-

plicitly, such as the generalized-Born [11], Gō model [12], HP [13], BLN [14], and

other protein models [15–18]. While these models have been instrumental in study-

ing many processes, the lack of explicit details concerning interactions with water

make them unsuitable for studying the role of solvation in macromolecular folding

and aggregation. Another method of reducing the computational cost due to water

is to group multiple water molecules into a single interaction site [19,20]. However,

this makes it difficult to represent hydrogen bonding, accurately capture the water

phase diagram, and to examine interactions between solute and solvent in detail.
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Folding and unfolding are also found in the disorder to order transitions which

occur upon binding of a ligand to some allosteric proteins. Allostery is a term used

to describe a common phenomena found in proteins, when binding of a ligand or

other molecule at one site on a protein has and effect on other parts of the protein.

Allostery is a common form of regulation found in proteins. It typically occurs with

binding of a ligand to one portion a protein promoting or discouraging binding at

another site, thus altering the functionality of the protein [21–23]. Experimental

evidence is commonly used to identify allosteric proteins, and to identify residues

which are critical to allosteric communication. However, it is difficult to identify the

molecular mechanisms behind allostery using experimental evidence alone. Changes

in a protein on an atomistic level are typically examined using X-ray crystallography.

However, due to the necessarily static nature of crystal structures, they are not able

to provide much insight into the dynamics of the protein. There are other techniques

which can be used to investigate a more dynamical structure, such as small angle

X-ray scattering (SAXS) and nuclear magnetic resonance spectroscopy (NMR), but

these typically involve some loss of spatial resolution (for SAXS) or are limited to

smaller proteins or domains (for NMR). MD simulations are particularly well-suited

to examining fluctuations within a protein on an atomistic level. MD has been used

with success to look at communication between residues in proteins, and to identify

key residues for allostery [24, 25]. The ease with which mutations can be made in

MD simulations and the detailed dynamics which can be observed make MD a useful

tool in evaluating the structural changes which occur in protein mutants which have

been evaluated experimentally.
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There are four objectives of this work:

• To develop a CG model which can be used to study the effects of solvation on

macromolecular folding and aggregation processes

• To investigate the role of solvation in the folding landscape of a three-helix

bundle

• To characterize the roles of water and hydrophobicity in non-ionic surfactant

micelle formation and destabilization at extremes of temperature

• To explore the importance of intramolecular contacts, particularly between

hydrophobic regions, to allosteric switching in the Escherichia coli protein

BirA

1.1 Outline of Thesis

This work is split into four chapters, the first of which encompasses this intro-

duction and outline. In Chapter 2, we introduce a CG model that we have developed

and used to study aggregation of non-ionic surfactant in explicit water. Specifically,

we have used this model for exploration of aggregation in n-alkyl polyethylene glycol

surfactants (CnEm). Each heavy atom of the surfactant is represented with a single

bead. While interactions involving the nonpolar beads are represented using a typ-

ical two-body potential, interactions between polar beads incorporate a three-body

potential that allows the model to mimic hydrogen bonding without the use of an

electrostatic potential. This model is designed to interact with the mW explicit
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water model, which makes use of the same three-body potential for polar interac-

tions [26]. We have parameterized this model for the surfactant C12E5. The model

has been used to explore micelle formation at a range of temperatures, observing

a region of thermodynamic stability for micelle formation with both cold and heat

destabilization of the micelles. The causes of the destabilization of micelles at high

and low temperatures are characterized in a study of the breakdown of pre-formed

micelles. In particular, we focus on the role of solvation in micelle destabilization

at low temperature.

In Chapter 3, we extend the CG model described in Chapter 2 for use in the

study of protein folding. Our model uses two beads to represent each amino acid,

one for the backbone and one for the sidechain. Three residue types, hydrophobic,

neutral, and turn, are used, differing in the size and presence of their sidechain

bead. Backbone beads are polar, interacting with both each other and water using

the a three-body potential. The three-body interactions in the backbone of the

protein allow our model to emulate the hydrogen bonds which form along the axis

of an α-helix without an electrostatic potential. When using a realistic pattern of

hydrophobic and neutral residues we are able to fold α-helices. We have used this

model to characterize the folding landscape of a designed three-helix bundle. The

sequence is able to fold quickly to a helical bundle, and explore a wide range of

conformations. Multiple folded substates are observed, with movement between the

substates driven by a tradeoff between hydrophobic packing and water expulsion

from the core. Our work indicates that while burial of hydrophobic residues can

drive folding, this burial must be balanced with the overall solvation of the protein,
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and competing states can be generated by designing a sequence in which hydrophobic

residues cannot pack efficiently.

In Chapter 4, we investigate allostery in the E. coli protein BirA using MD

simulations with an AA force field. In addition to simulations of wild-type (wt) BirA,

we performed simulations of variants of BirA chosen based on the experimental work

of the Beckett group. The computational results we obtained for wt BirA and its

variants correlated strongly with those experimental results. We characterized the

structure and dynamics of the protein, focusing on the allosterically coupled dimer

interface (DI) and ligand binding (LB) regions. We were able to observe changes in

the dynamics of loops in the DI and LB regions which help to explain the coupling

observed between these regions in the experimental results of the Beckett group. In

particular, we identify changes in the hydrophobic packing of both the LB region

and DI which are associated with changes in the functionality of the protein. Distant

mutations which cause changes in dimerization experimentally are shown to have a

large effect on the packing and stability of the dimerization surface. The relationship

between the fold and stability of the DI and the strength of dimerization found

experimentally does not appear to be simple, with mutations in different regions

strengthening or weakening dimerization through different molecular mechanisms.
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Chapter 2: Role of solvation in thermal stability of a non-ionic mi-

celle

2.1 Overview

This chapter is based on the author’s publication in preparation for submission:

Role of solvation in thermal stability of a non-ionic micelle; Custer, G.S., Matysiak,

S, Das, P.;

2.2 Introduction

Micellization of surfactants is a critical process with many biological, indus-

trial, and medical uses [3–6]. Micelles are one of many microstructures that can be

formed from surfactants, depending on the thermodynamic conditions, surfactant

concentration, and other properties of the solution [27, 28]. In a polar solvent, mi-

celles are organized surfactant aggregates with a hydrophobic core and a hydrophilic

shell. Their ability to carry nonpolar solutes through a polar solvent makes micelles

useful as detergents, dispersants, emulsifiers, and drug-delivery vehicles [3–6]. These

uses may require micelles to be stable at extremes of temperature or pressure. For

example, when surfactants are used as dispersants for deep-water oil spills they need
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to be stable at both low temperatures and high pressures. A primary driving force

behind aggregation of surfactants into micelles is the effect of solvating hydropho-

bic and hydrophilic solutes with water [29–31]. Solvation of the hydrophobic tails of

surfactant is minimized by their placement at the core of the micelle. Understanding

the role solvation plays in micellization of surfactants at a variety of thermodynamic

conditions is critical to their use in many industrial applications.

Micellization and properties of micelles have been studied by many exper-

imental techniques including NMR [32–35], calorimetry [31, 36], light scattering

[37, 38], small angle neutron scattering [39], sedimentation equilibrium [40], and

HPLC [41, 42]. Experimental studies have characterized well the critical micelle

concentration (CMC) of many surfactants, the concentration above which surfac-

tants spontaneously aggregate into micelles, as well as other physical properties

such as aggregation number, size, and shape [27,28,31,40,43–45]. The CMC of sur-

factants varies with temperature, with the CMC-temperature relationship typically

appearing parabolic for nonionic surfactants, with a minimum in CMC occurring

at some optimal temperature for micelle formation. When temperature is increased

or decreased from this optimal temperature, the CMC increases and a higher sur-

factant concentration is required for micelle formation [31, 43, 44]. Thus at a given

surfactant concentration it is possible to observe micelle destabilization at both low

and high temperatures. While the existence of an increase in CMC at low tempera-

tures is known, the molecular details of micelle destabilization at low temperatures

have not been characterized. Solvation of micelles has also been studied experimen-

tally, with evidence indicating that while micelles have a dry inner core, the polar
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shell of the micelle is highly solvated and a considerable portion of the hydrophobic

surface is in contact with water [41, 42, 46, 47]. Experiments have also identified a

dehydration of micelles that occurs with increasing temperature [41,42,46]. Exper-

iments are limited, however, in examining transient properties of micelles, during

their formation or destabilization. It is also difficult to experimentally to capture a

detailed solvation profile of the micelle.

Many of the drawbacks of experimental study of micelles can be avoided with

computational methods, though these come with their own limitations. Molecular

dynamics simulations have been used to provide a more detailed view of the physical

properties of many micelles [10, 48–56]. The primarly limitation to what can be

studied with computational models is accessing the time and length scales required

to study the phenomena of interest. Both formation of micelles and destabilization

are slow processes, and can require simulation lengths of 1µs or greater to study

[10]. Combined with the large system size required to study the dilute surfactant

concentrations at which micelles form, frequently in the hundreds of thousands of

atoms, using atomistic simulations to characterize properties of micelles can be

challenging. Therefore, aggregation processes such as micellization are frequent

targets of coarse-grained modeling. As water typically represents the bulk of the

computational costs in simulation, one approach for the study of aggregation is to

treat water implicitly. Several models utilizing implicit solvent have been developed

for the the study of micellization and properties of micelles [55,57,58]. While these

models have provided much insight into the properties of micelles, the lack of explicit

solvent interactions makes them unsuitable for examining the role of solvation in
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micelle thermal stability. An alternative to reducing the computational burden of

water is to group multiple water beads into a single interaction site [10, 50, 53, 59].

However, in these models the inability to represent the effects of hydrogen bonding

makes it difficult to accurately capture the water phase diagram, and thus to model

changes in solvation and water structure with temperature.

In this study, we have developed an off-lattice coarse-grained model of surfac-

tants designed for the study of micelle solvation and thermal stability. Specifically,

we have designed this model for exploration of aggregation of n-alkyl polyethylene

glycol surfactants (CnEm), a common type of nonionic surfactant used in medicine,

industry, experiments, and simulations [60]. To reduce computational costs while

preserving the unique structural properties of water, we incorporate the single parti-

cle mW water model [26]. This model makes use of the three-body Stillinger–Weber

(SW) potential [61] to emulate the hydrogen bond network found in water by enforc-

ing a tetrahedral angle between neighboring water beads. Without any electrostatic

interactions, this model is able to accurately capture the phase diagram of water [26].

This SW potential is also used to represent interactions between potential hydrogen

bonding partners within the surfactant and between the surfactant and water. Each

heavy atom in the surfactant is represented by a single bead, with four bead types

used to represent the different carbon and oxygen atoms within the surfactant. We

have previously developed homopolymer, heteropolymer, and protein models which

incorporate the mW water model to study the role of solvation in protein fold-

ing [62–64]. The model we present here applies a similar approach to study the

solvation and stability of the nonionic micelle C12E5 across a range of temperatures.
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We characterize properties of C12E5 micelles in water and evaluate how changes in

the structure and solvation of the micelle contribute to its destabilization at low and

high temperatures.

2.3 Methods

2.3.1 Model

In the study presented here, we have represented each heavy atom of a surfac-

tant molecule with one CG bead. Four different bead types, shown in Figure 2.1A,

are used to represent the non-ionic surfactant pentaethylene glycol monododecyl

ether (C12E5). The beads differ by both the element which they represent and the

hydrophobicity of the domain to which they belong. The terms “head” and “tail”

are used here to refer to ether domain (first 17 atoms of the molecule) and alkyl

domain (last 11 carbon atoms of the molecule), respectively. The Ch bead repre-

sents carbons in the tail, while Cp represents carbons in the head. Ether oxygens

are represented by the O bead, with the terminal hydroxyl group represented by the

OH bead. The model incorporates the mW model to represent water [26]. Due to

their similarity, OH and water beads are treated identically. Mass for each bead is

based on its atomic counterpart, including hydrogen where appropriate. The mW

bead has a mass of 18.015 g/mol [26], the Ch and Cp beads have a mass of 14.01

g/mol (carbon with two hydrogen atoms), and the O bead has a mass of 16 g/mol.

Parametrization of this CG model was performed by comparing properties

of the CG system to simulations of surfactant molecules with the all-atom (AA)
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Figure 2.1: C12E5, with atoms color-coded by CG bead type.

force-field AMBER99, which has been validated extensively using experimental ob-

servations [65]. For the AA comparison, a two randomly distributed surfactant

system in explicit water was simulated using the simulator GROMACS [66–69] with

the SPC/E water model [70]. These simulations were performed at temperatures of

275, 300, and 350 K. The results were compared to simulations of a two surfactant

system using our CG model. Parameters within the CG model were adjusted so that

interactions between a surfactant and itself, between two surfactants, and between

surfactant and water closely matched the interactions observed in the AA model.

Bonds and angles between beads are represented using simple harmonic po-

tentials. Values used for all bond and angle parameters in our system can be found

in Table 3.1. As all heavy atoms are represented explicitly, bond lengths and angles

between atoms were taken directly from the AMBER99 force field [65].

Non-bonded interactions involving nonpolar beads (Ch and Cp) were repre-

sented by a 9-6 Lennard-Jones potential, with parameters for interactions between

all pairs of beads shown in Table 3.3.1. The Stillinger-Weber (SW) potential was

used to represent non-bonded interactions between polar beads (O and OH/mW).

Again, due to their similarity the model treats OH and mW beads identically. The
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Bonds

Bead types r0 (Å) K (kcal/Å2)

C-C 1.526 248
C-O 1.410 256

Angles

Bead types θ0 (◦) K (kcal/rad2)

C-C-C 109.5 12
C-C-O 109.5 12
C-O-C 109.5 12

Table 2.1: Bonded parameters

three-body angular penalty found in the SW potential is used to enforce the tetra-

hedral hydrogen bond network found in water [26]. The SW potential has been

used in the past to account for hydrogen bonding in water, polymer-water, and

peptide-water systems [26, 62–64]. Here we use this potential to emulate water-

water, water-surfactant, and surfactant-surfactant hydrogen bonding. For the in-

teractions represented by the SW potential, initial parameters in the potential were

set as found in Molinero and Moore [26]. Parameters controlling the potential well

depth(ε), bead size (σ), and strength of the three-body interaction (λ) were modi-

fied for each interaction type involving Cp, Ch, or O beads (shown in Table 3.3.1).

Since ether oxygens (represented by the O beads) are unable to act as hydrogen

bond donors, the strength of the three-body interaction was reduced by 1/6th for

interactions with one O bead and two mW beads, and by 1/3rd for interactions

involving two O beads and one mW beads. Interactions between three O beads ex-

cluded the three-body portion of the potential, as it would not be possible to form
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Lennard-Jones

Bead types ε (kcal/mol) σ (Å)

Ch-Ch 0.204 4.0
Ch-Cp 0.224 4.0
Cp-Cp 0.204 4.0
Ch-O 0.255 3.55
Ch-OH/mW 0.30 3.7
Cp-O 0.289 3.55
Cp-OH/mW 0.40 3.7

Stillinger-Weber

Bead types ε (kcal/mol) σ (Å) λ

mW/OH-mW/OH-mW/OHa 6.189 2.3925 23.15
mW/OH-mW/OH-O 5.250 2.25 19.29
mW/OH-O-O 5.250 2.25 15.43
O-O-O 0.6375 2.1 0.0
a Parameters for mW bead taken from Molinero, et al. [26]

Table 2.2: Non-bonded parameters

hydrogen bonds.

2.3.2 Parametrization of Model

Parametrization of this CG model was performed by comparing properties

of the CG system to simulation of surfactant molecules with the all-atom (AA)

force-field AMBER99 [65]. AA simulations were performed using the simulator

GROMACS [66–69] to simulate a two surfactant system in explicit water, with

the SPC/E water model [70]. The AA simulations were performed at a pressure

of 1 atm and at temperatures of 300, 350, and 400 K. Velocities were intialized

using a Boltzmann distribution at the appropriate temperature. The V-rescale al-
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gorithm [71], with a time constant of 0.1 ps, was used to regulate the temperature of

water and surfactant independently. Pressure was maintained isotropically with the

Parrinello-Rahman barostat [72], using a time constant of 2 ps and a compressibility

of 4.5×10−5 bar−1. Bond lengths were constrained using the LINCS algorithm [67].

Since all heavy atoms are represented explicitly in the described CG model,

bond lengths and angles between atoms were derived directly from the AMBER99

force field [65] and parametrization was only necessary for the non-bonded interac-

tions. Non-bonded interactions involving nonpolar beads (Ch and Cp) were repre-

sented by the following 9-6 Lennard-Jones (LJ) potential (Eq. 2.1):

Eij = 4εij

(σij
rij

)9

−
(
σij
rij

)6
 (2.1)

where εij is the depth of the energy minimimum, σij is the distance at which the

potential equals zero, rij is the distance between atoms, and Eij is the total non-

bonded energy. All of these values are specific to the pair of atoms i and j.

Non-bonded interactions between polar beads (O, OH, and mW) were repre-

sented by the following SW potential (Eqs. 2.2, 2.3, 2.4):

Eijk =
∑
i

∑
j<i

φ2(rij) +
∑
i

∑
j 6=i

∑
k>j

φ3(rij, rik, θijk) (2.2)

φ2(rij) = Aijεij

[
Bij

(
σij
rij

)pij
−
(
σij
rij

)qij]
exp

(
σij

rij − aijσij

)
(2.3)

φ3(rij, rik, θijk) = λijkεijk [cosθijk − cosθ0,ijk]2 exp
(

γijσij
rij − aijσij

)
exp

(
γikσik

rik − aikσik

)
(2.4)

where Eijk is the total non-bonded energy, φ2 is the two-body portion of the poten-

tial, and φ3 is the three-body portion of the potential. Within this potential, σ and
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ε serve the same purpose as in the Lennard-Jones potential.

For the LJ potential, only the σ and ε values needed to be adjusted for each

pair of beads. For the SW potential, the σ, ε, and λ values were adjusted. In the

SW potential, λ controls the strength of the three-body interaction. Since ether

oxygens are unable to act as hydrogen bond donors, the strength of the three-body

interaction was reduced by change λ for three-body interactions involving O beads.

For interactions with one O bead and two mW beads λ was reduced by 1/6th, and

by 1/3rd for interactions involving two O beads and one mW beads. Interactions

between three O beads excluded the three-body portion of the potential by setting

λ to 0, as it would not be possible to form hydrogen bonds. Other parameters in the

SW potential were kept identical to those found in the mW model [26]. The radial

distribution function (RDF) of water (mW bead) around Ch, Cp, and O beads was

used to adjust σ and ε for interactions with water. These parameters were adjusted

to fit the RDF calculated for the CG simulation to that of the AA simulation, using

data from the 300K simulation. Final results of this fitting are shown in Figure 2.2,

with the RDF for the CG model comparing very well to the AA RDF. For each bead

type we capture the first hydration shell, the depletion zone following this peak, and

the second hydration shell.

For interactions within the surfactant, σ was set based on the minimum dis-

tance observed between a pair of bead types from the AA simulations. Contact

probability maps were then compared between AA and CG simulations, with ε be-

ing adjusted until the general distribution in the maps matched. Figures 2.3A and

2.3B show contact probability maps for atoms within a single surfactant at 400K
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Figure 2.2: Radial distribution function at 300K of water around A)
carbon in the surfactant tail (Ch), B) carbon in the surfactant bead
(Cp), and C) ether oxygens (O). Data from all-atom simulation is in
blue, while data from simulation the CG model is in green.

18



for AA and CG, respectively. Although the overall contact probability is slightly

lower in our model, the overall distribution in the contact probability is captured

well. The observed difference in contact probability may be due to differences in

flexibility of the chain between the models. Both the AA (Figure 2.3A) and CG

(Figure 2.3B) plots show that the surfactant is folding such that the polar head-

group is contacting both itself and the hydrophobic tail. Contact probability maps

for contacts between two different surfactants at 400K are shown in Figures 2.3C

and 2.3D for AA and CG, respectively. These contacts are captured very well by

our model, with both the magnitude and trends of the plot being similar in AA and

CG simulations.

Simulation Setup

Simulations of the surfactant C12E5 were performed using the LAMMPS molec-

ular dynamics package [73]. Surfactants were placed in a cubic box and solvated with

CG water. Surfactant concentration for the simulations was 16mM (approximately

0.65% by weight). This concentration was chosen as it is above the experimental

critical micelle concentration at 300K and 1 atm (0.062 mM) [74], but below the con-

centration needed to reach more complex mesophases (as high as 30 wt%) [27, 28].

Initial test simulations indicated that this concentration is high enough above the

CMC that we can observe micelle formation on a feasible timescale while still being

far below the transition to more complex mesophases. Integration was performed

using the Verlet integrator with a timestep of 8 fs [75]. Velocities were initialized
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Figure 2.3: Contact probability maps for AA (plots A and C) and CG
(plots B and D) simulation of surfactant at 400 K. X and Y axes of
the plots represent heavy atom indices along a single surfactant, with
circles indicating whether an atom is carbon (gray) or oxygen (red).
Probabilities given are for contacts within a single surfactant for A and
B, and for contacts between two interacting surfactants for C and D.
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using a Boltzmann distribution at the appropriate temperature. Temperature and

pressure were regulated using the Nosé-Hoover thermostat/barostat [76, 77], with

temperature of the water and surfactant maintained independently. Pressure was

set to 1 atm, with temperature varying depending on the simulation. Damping time

was 100 fs for temperature coupling and 1 ps for pressure coupling.

Two initial CG simulations of micelle formation were performed at a tempera-

ture of 350 K to generate formed micelles for use in further simulations. Simulations

of micelle formation had a system size of 160 surfactants in water at a concentra-

tion of 16 mM. The systems were initialized with surfactants randomly distributed

throughout the simulation box. Following placement of the surfactants in the box,

543160 water beads were added to fill the remaining space in the box. A large,

stable micelle formed in each simulation. To compare the window of stability for

micelle formation, CG simulations of micelle formation were also performed at 275,

300, and 500 K.

CG simulations of micelle breakdown were initialized from pre-formed micelles

containing 50 surfactants, taken from the simulations of micelle formation at 350 K.

For each simulation, a single micelle was placed in a cubic box, sized such that the

overall surfactant concentration was 16 mM. Following placement of the micelle in

the box, approximately 172360 water beads were added to fill the remaining space

in the box. Two simulations were performed at each temperature, each starting

from a different initial micelle, shown in Figures 2.4A and 2.4B.

Simulations were performed at temperatures of 275, 300, 350, and 500 K. Sim-

ulation time varied depending on the temperature, with simulations being extended
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Figure 2.4: A and B) Structures of the two initial micelles used for
simulation of micelle breakdown. Nonpolar domains are shown in blue,
polar in red. C and D) Maximum cluster size vs time for simulation of
micelle breakdown at 275, 300, 350, and 500 K.
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until the micelle completely dissipated in the solution or it became apparent that

the micelle was stable.

Simulations of a single CG surfactant in water were performed at temperatures

of 275, 350, and 500 K. The surfactant was placed in a cubic box and solvated with

5203 water beads. Each simulation was run for 10 ns.

Simulations were also performed of pure CG water for calculation of bulk water

properties. A cubic box with edge lengths of 30 Å was filled with 895 water beads.

Simulations were performed at 275, 300, 350, and 500 K. Each simulation was run

for 20 ns.

2.3.3 Graphics and visualization

Images of molecular structures in this work were generated using VMD [78].

Unless otherwise noted, red colors have been used for beads belonging to the head

groups of the surfactant and blue colors for the tails.

2.3.4 Identification of micelles

Micelles were identified using a modified version of the GROMACS tool g clustsize

[66–69]. Surfactants were grouped such that all surfactants within a cluster have a

minimum number of contacts, N, to other surfactants within that cluster. Surfac-

tants are considered in contact when the distance between them is below a cutoff,

Rcut. Both N and Rcut were optimized to identify clusters accurately. The optimal

value we identified for N was 7 contacts. Rcut was found to be optimal at 4.5 Å.
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This value corresponds approximately to the first minima in the radial distribution

function between beads of different surfactants.

Micelle size in this work refers to the number of surfactants within a micelle,

as identified by the clustering algorithm described above. As many micelle proper-

ties vary with size, a minimum micelle size of 35 and maximum micelle size of 50

was chosen for analysis. Micelle properties studied showed little variance with size

across this range. Additionally, this range in micelle size was represented at each

temperature.

In addition to identifying micelles, we must also identify surfactants partici-

pating in the core of a micelle. As the core of a micelle is predominantly made up of

interacting hydrophobic domains, interactions between the Ch beads of surfactants

were used to identify the core. To identify these clusters of Ch beads which make

up the core, the previously described clustering algorithm was run using only Ch

beads. The clusters identified in this analysis were considered to be the core of their

corresponding micelles. As with clustering of surfactants into micelles, the number

of contacts, N, required for participation in a core cluster was set to 7 and the cutoff,

Rcut for contacts was 4.5 Å. Surfactants that are within the micelle but not identified

as being within the core of the micelle are considered to be on the surface.

Classification of positions within micelle

Positions of beads within the micelle were measured relative to the center of

mass of the micelle and then normalized. Normalization of distances to the center
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of the micelle was based on an ellipsoid model for the micelle. Axes of the ellipsoid

were set to the principal axes of the micelle, with the length of each axis of the

ellipsoid set based on the radius of gyration of the micelle around the principal

axes. For each bead, i, having a vector extending from the center of the mass to the

bead, ri, the normalized distance to the center would be calculated as:

rnorm,i =
|ri|√

3∑
n=1

(
ri·Rg,n

|ri|

)2 (2.5)

where Rg,n is the radius of gyration around the nth principal axis. Thus, the nor-

malization factor for each distance to a bead is the radius of the ellipsoid which

passes through that bead.

2.3.5 Micelle radius

Mean radii of micelle structrues were calculated using the convex hull of the

micelle. A convex hull was calculated using all surfactants in the micelle, and the

mean radius of the micelle was taken to be the average distance between the center

of mass of the micelle and the surfactant beads on the surface of the convex hull.

2.3.6 Water Tetrahedral Order Parameter

The orientation of water beads in bulk and in the solvation shell around surfac-

tant was characterized using an order parameter, q, for each water bead calculated

as [79,80]:

q = 1− 3

8

3∑
j=1

4∑
k=j+1

(
cosψjk +

1

3

)2

(2.6)
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where ψjk is the angle between vectors extending from the given water bead to two

of its four nearest neighbors, j and k. This order parameter scales between 0 for an

ideal gas and 1 for a perfect tetrahedral network [79,80].

2.3.7 Water energy

Total potential energy given for bulk and solvation water represents the total

pairwise interaction energy for each water bead, as calculated within the simulation.

Solvation water includes all water beads within 4 Åof each surfactant bead.

2.3.8 Mean contacts for surfactants leaving the micelle

Contacts between of surfactants transitioning from the micelle to solvent and

surfactants within the micelle were quantified. For this analysis, we first identified

surfactants which were part of the micelle and moved to completely to the solvent.

As the goal of the analysis was to examine the type of contacts a surfactant made as

it left the micelle, only surfactants which began in the micelle core and completely

left the micelle were counted. For each surfactant in the simulation, the entire

trajectory was analyzed. A transition to solvent would be counted at a time point

for a surfactant if the following criteria were met at that time point: 1) The micelle

was made up of at least 35 surfactants. 2) At the time point being checked, the

surfactant had to be out of the micelle 3) For at least 80% of the 2 ns prior to that

time point the surfactant was classified as part of the micelle’s core. 4) For at least

80% of the 2 ns after the time point the surfactant was classified as not being part
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of the micelle’s core. 5) Within 4 ns following that time point, the surfactant had

to spend at least 80% of a 2 ns time period completely out of the micelle. If all of

these conditions were met at a time point, the surfactant was considered to have

transitioned from the micelle to the solvent. The requirements were chosen to limit

transitions to surfactants which started as part of the micelle and fully leave the

micelle. The use of a percentage of the time in or out to classify transitions makes

this analysis insensitive to brief contacts by a leaving surfactant with the micelle,

while still ensuring that it is no longer part of the micelle.

After identifying surfactants that leave the micelle and the time which they

leave the micelle, referred to here as t0, contacts between transitioning surfactants

and the micelle were counted. Contacts were classified based on the contacting

region of the surfactant, splitting the surfactant into head and tail. For example,

any contacts between beads in the head group of a leaving surfactant and the tail

of the micelle are counted as head-tail contacts. Contacts were counted when the

distance between two beads was less than or equal to 4.5 Å. Contacts were counted

over time for the 2 ns preceding the surfactant leaving as well as the 2 ns after the

surfactant left. The time series for each surfactant transition at a given temperature

were aligned, and the mean number of contacts at each time point relative to t0 was

calculated. The resulting mean time series was normalized for each temperature by

dividing by the maximum value observed at 350 K for that contact type. Thus, in

each of the resulting plots the maximum value observed at 350 K will be 1.
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Figure 2.5: A) Maximum cluster size vs time for single simulation of
micelle formation at 275, 300, 350, and 500 K. Inset includes full time
series at 350 K. B) Average micelle radius for cluster sizes 30–60 at 350
K

2.4 Results and Discussion

2.4.0.1 Structural properties of surfactant and micelles

Initial simulations of micelle formation captured a window of thermal stabil-

ity (Figure 2.5A), with micelle formation occuring at 350 K, but no stable micelles

forming at 275, 300, or 500 K. Maximum micelle size at 350 K is reached in ap-

proximately 500 ns, though large fluctuations in size are still occurring at that time,

making complete characterization of micelle formation impractical. Based on the

micelle sizes observed, micelles containing 50 surfactant appear to be stable at 350

K. Thus micelles of size 50 were used as the initial structures for simulation of

pre-formed micelles. Our micelle size is not far from that observed by others, as

computational studies have indicated an average micelle size of 55-56 for C12E5 at
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similar concentrations [10, 81]. While we observe roughly spherical micelles with

average radius of approximately 27 Åfor a micelle size of 50 (Figure 2.5B), exper-

imental work has found cylindrical micelles for C12E5 at this concentration [82].

However, for C12E6 spherical micelles are observed experimentally with a radius

around 25 Å, [82] indicating that our results are similar when allowing for slight

differences in hydrophobicity and polarity due to the coarse-grained nature of our

model. These differences should not impair our ability to capture qualitative changes

in micellization with temperature.

Initial structures for the pre-formed micelles used in simulation are shown in

Figures 2.4A and 2.4B. A window of thermal stability is observed from the maximum

cluster size time series (Figures 2.4C- 2.4D). Maximum stability is observed at 350

K, while high temperature destabilization is observed at 500 K and low temperature

destabilization occurs at 275 and 300 K. It is also apparent that destabilization

occurs more rapidly at 500 K compared to that at low temperature (275 and 300

K). At 275 K, the micelle breaks apart slowly but steadily. As temperature increases

to 300 K, the micelle takes longer to break apart, but remains unstable. This window

of thermal stability is identical to that observed for micelle formation (Figure 2.5A).

High temperature destabilization is due to an entropic effect, as a micelle

is an ordered structure [31]. At low temperatures micelle breakdown is not as

intuitive, but might be expected to occur due to changes in properties of water

and its associated interactions with surfactant at low temperature, as occurs in cold

denaturation of proteins [83,84]. An increase in the CMC of many surfactants at low

temperature has been observed experimentally, indicating that cold destabilization
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does occur for micelles [31,43,44]. To our knowledge, cold destabilization of micelles

in simulation has not been previously studied. Since cold destabilization is driven

by changes in solvation of the surfactant, it requires a water model that accurately

captures the phase diagram of water, as the mW water model does [26]. Models

which group multiple water molecules together or use implicit solvent are not able

to accurately account for the structure of water in solution, and thus cannot capture

cold denaturation.

To investigate the molecular factors underlying the micelle destabilization

at lower temperatures, we first examined structural properties of the surfactants

and micelle. The distribution of radius of gyration (RG) at each temperature for

monomeric surfactant is shown in Figure 2.6A. As temperature increases, a sec-

ond peak with decreased RG becomes accessible, with the surfactants folding into a

hairpin-like structure in which the hydrophobic tail is in contact with the polar head.

This folding can be observed in the angular distribution between the head group

of a surfactant within the micelle and a vector between the center of the micelle

and that same head group (Figure 2.6B). At lower temperatures (275 and 300 K),

surfactants within the micelle remain extended, with a peak at low angles between

the polar head and a vector to the micelle center, while at higher temperatures (350

and 500 K) the distribution shifts to larger angles. Thus, we observe folding of polar

head groups for individual surfactants against the micelle as temperature increases.

This may contribute to the increased stabiliity of the micelle by both reducing the

overall envelope of the micelle and reducing the portion of the hydrophobic core

accessible to solvent.
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Figure 2.6: Properties of surfactant and micelles at varying tempera-
tures. A) Distribution of radius of gyration for monomer surfactant.
Example of surfactants with RG of 5 and 8 Å, shown with nonpolar do-
main in blue and polar domain in red. B) Distribution of angles between
the polar domain of surfactants in the micelle shell and line between the
center of the polar domain and the center of the micelle. C) Average den-
sity at varying positions within the micelle for the polar domain (solid
line) and nonpolar domain (dashed line) beads. D) Example micelle
structures from 275 K and 350 K simulations. Coloring as in A.

31



Changes in the distribution of tail and head group beads within the micelle

at different temperatures are also observed. Figure 2.6C gives the density of beads

belonging to the head and tails of surfactants within the micelle as a function of

position within the micelle. As expected, beads from the nonpolar tails are found

primarily in the core of the micelle, and polar heads found primarily in the outer shell

of the micelle. We will refer to the inner portion of the micelle primarily composed

of tail beads as the core, stretching out to a normalized distance of approximately

1.0 units from the center of the micelle. The region with a higher head group density

we will refer to as the shell of the micelle, covering the region from 1.0 to the micelle

edge at approximately 1.8-2.0 units from the center of the micelle. In the interface

between the core and shell of the micelle, from 0.75-1.25 units, we find both tail and

head group beads. At high temperatures, the micelle becomes more disordered, with

the density of the polar head groups in the micelle core increasing. As temperatures

decreases below 350 K, we observe a drop in density of the head groups in the outer

shell of the micelle. This is consistent with the polar domains remaining extended.

As indicated by Figure 2.6B, the polar head groups fold against the surface of

the micelle at higher temperature, increasing their density near the micelle core.

We also observe an increase in the density of the nonpolar core of the micelle at

temperatures below 350 K. Combining these structural properties of the micelle

gives us an overall picture of its organization. At 275 K the extended conformation

indicated by the radius of gyration, the alignment of the polar head groups with the

radius of the micelle, and the decreased density of polar headgroups in outer shell of

the micelle indicates that, while the micelle has a defined hydrophobic core at 275
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K, the surfactants extend straight out from center the micelle and leave much of the

core exposed. Figure 2.6D contains example micelle structures from 275 and 350 K,

which illustrate the difference in organization. While there are still some extended

surfactants in the micelle at 350 K, the folding of polar head groups against the

surface reduces exposure of the micelle core. Additionally, the reduction in contacts

between surfactants in the outer shell of the micelle at 275 K will decrease the

energetic penalty for individual surfactants to leave the micelle.

2.4.0.2 Dynamics of surfactants leaving the micelle

We further investigate the kinetics of the process in which an individual sur-

factant leaves the micelle by looking at contacts between the micelle and surfactants

that are transitioning from the micelle to the solvent. Time series for mean contacts

during a transition from the micelle to solvent, centered around the time when the

surfactant leaves the micelle, are shown in Figure 2.7. Each plot classifies contacts

based on the contact type, with contacts between the head of the transitioning sur-

factant and heads of the micelle (head-head) shown in Figure 2.7A, and between

the head of the transitioning surfactant and tails of the micelle (head-tail) shown

in Figure 2.7B. For clarity, only data from 275 and 350 K is shown. Transition

contacts for 300 K can be found in Figure 2.8, and generally do not show the large

deviations from 350 K observed at 275 K. Results for transitions at 500 K are not

provided due to the short-lived nature of the micelle at that temperature. Prior to

the surfactant leaving the micelle, head-head contacts (Figure 2.7A) are reduced at
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Figure 2.7: Time series for contacts between surfactants leaving the
micelle and surfactants within the micelle. Contacts between A) polar
head of leaving surfactant and polar heads in micelle and B) polar head
and nonpolar tails. Inset images illustrate example contacts with micelle
tail in blue, leaving surfactant tail in cyan, micelle head in red, leaving
surfactant head in pink, and example contacts indicated by yellow dashed
lines. Values normalized based on the maximum observed at 350 K. All
data smoothed using a 500 ps window. 95% confidence intervals shown
as shaded areas.
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Figure 2.8: Time series for contacts between surfactants leaving the mi-
celle and surfactants within the micelle. Contacts between A) polar head
of leaving surfactant and polar heads in micelle, B) polar head and non-
polar tails, C) nonpolar tail and nonpolar tails, and D) nonpolar tail
and polar heads. Inset images illustrate example contacts with micelle
tail in blue, leaving surfactant tail in cyan, micelle head in red, leav-
ing surfactant head in pink, and example contacts indicated by yellow
dashed lines. All data smoothed using a 500 ps window. 95% confidence
intervals shown as shaded areas.
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275 K relative to 350 K. These contacts begin dropping rapidly at all temperatures

slightly before the surfactant leaves the micelle, and are significantly fewer at 275

K than 350 K during the transition. Even before the head-head contacts begin to

drop, around time 0 ps, they are reduced at 275 K relative to 350 K, an effect of

the reduced density of the head groups in the outer shell of the micelle observed

in Figure 2.6C. We also observe a large difference in the time series for head-tail

contacts. At 275 K these contacts drop almost to their minimum value before the

surfactant is considered to have left the micelle, while at 350 K many of these con-

tacts are still present during the transition. Again, these contacts are reduced at

275 K relative to 350 K before the transition. As the tails of surfactants are in the

micelle core and head groups primarily in the outer shell, contacts with the head

groups prior to the transition are increased at 350 K due to the folding of the head

groups against the core at 350 K, shown in Figure 2.6B. Time series for tail-tail

and tail-head contacts, found in Figure 2.9, show little difference between 275 and

350 K. Tail-tail contacts would be expected to break first as the surfactant tran-

sitions, so it is no surprise that they change similarly at each temperature during

a transition. Contacts between the transitioning surfactant tail and micelle heads

would be expected to be found primarily as surfactant passes out of the shell of the

micelle, so it appears that at this point in the transition there is little difference

with temperature. The differences in head-head and head-tail contacts give some

insight into the stability of the micelle at 350 K. More favorable head-head contacts

need to be broken for the micelle to escape at 350 K. At 275 K the quick breaking of

the head-tail contacts would be expected if the surfactant moves straight out of the
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Figure 2.9: Time series for contacts between surfactants leaving the mi-
celle and surfactants within the micelle. Contacts between A) Nonpolar
tail of leaving surfactant and nonpolar tails in micelle and B) nonpolar
tail and polar heads. Inset images illustrate example contacts with mi-
celle tail in blue, leaving surfactant tail in cyan, micelle head in red, leav-
ing surfactant head in pink, and example contacts indicated by yellow
dashed lines. All data smoothed using a 500 ps window. 95% confidence
intervals shown as shaded areas.
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micelle during a tranistion. The lingering head-tail contacts at 350 K indicate that

the contacts between the head groups folded against the micelle and the core of the

micelle are retained for some time during the transition, and the surfactant does

not necessarily move straight away from the micelle. This provides an opportunity

for the surfactant to remain with the micelle instead of transitioning out.

2.4.0.3 Changes in solvation of the micelle

The effects of temperature on micelle solvation were investigated by comparing

the density of water at varying positions within the micelle for each temperature,

shown in Figure 2.10A. Based on comparisons to Figure 2.6C, we can see that the

inner core of the micelle, stretching out to a normalized distance of approximately

0.8-1.0 units, is essentially dry, with solvation beginning around the edge of the

micelle core. Extending out from micelle’s core, water density increases with distance

until it reaches approximately bulk density at the outer edge of the micelle. This

density profile is consistent with published experimental and computational results

[41,42,46,85]. We observe a shift in solvation at a normalized distance of 1.0-1.6 from

the center of the micelle, with a decrease in water density accompanying the increase

in temperature. Dehydration of micelles with an increase in temperature has been

observed both experimentally and computationally [41,42,46,85]. Our observations

here agree with these results, as we observe a steady change in hydration with

temperature, with the dehydration effects being most prominent nearer the interface

between the nonpolar tails and polar head groups. To further characterize hydration
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Figure 2.10: Number distribution of water contacts per surfactant with
A) the polar domain of surfactants which are participating in the micelle
core. Contacts used a cutoff distance of 4 Å. Number of water contacts
normalized by the maximum number of contacts observed. B) Average
water density at varying positions within the micelle.
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in the micelle’s shell region, we quantified the number of water contacts with the

head group of each surfactant in the micelle. The distribution of these contacts at

each temperature is shown in Figure 2.10B. At higher temperatures (350 and 500

K) we find a single peak at lower solvation, while at lower temperatures a second,

higher solvation state of the head group arises. Structurally, the higher solvation

peak at 275 K corresponds to a fully extended head group oriented away from the

micelle core, while the lower peak in solvation corresponds to head groups which

are laying against the surface of the micelle. As shown in Figure 2.6B, at higher

temperature (350 and 500 K) the angular distribution of the head groups with the

micelle radius is increased. We see here that this increase in angle corresponds with

a decrease in solvation of the head group.

Deeper insights into the observed changes in surfactant solvation with tem-

perature can be obtained from analysis of the solvation water order parameter and

total potential energy (Figure 2.11). The total potential energy of water here refers

to the pairwise interaction energy for each water bead summed over all interactions

for that water bead. To remove any potential effects from nearby surfactants, the

total potential energy and the order parameter of water in the first solvation shell

around a monomer surfactant were calculated using simulations of a single surfac-

tant in water, at 275 and 350 K. For the same reason, values from bulk water are

taken from simulations of pure water at 275 and 350 K. At 350 K, we find higher

total potential energy, shown in Figure 2.11A, for surfactant solvation water than

bulk water, as might be expected. At 275 K, however, the total potential energy

is very similar for solvation and bulk water. The tetrahedral order parameter of
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Figure 2.11: Properties of water around surfactant at 275K and 350K.
A) Distribution of total potential energy for water beads in first sol-
vation shell of micelle (solid line) and single surfactant (dashed line).
B) Tetrahedral order parameter for water in first solvation shell around
single surfactant (solid line) and bulk water (dashed line).
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water in the first solvation shell around a single surfactant, shown in Figure 2.11B,

was compared to the order parameter for bulk water and used to measure the effect

of solvating surfactant on the order of water. At 350 K solvation water is signifi-

cantly less ordered than bulk order. With the decrease in temperature to 275 K,

both bulk and solvation water become more ordered, as expected. However, the

difference in order between bulk and solvation water is less at 275 K than at 350

K, indicating that the order of solvation water has increased relative to bulk water.

Accompanying this increase in order of the solvation water relative to bulk water

is a decrease in the total potential energy of solvation water relative to bulk. The

increase in order around monomer surfactant at low temperature indicates that sol-

vation of the surfactant is less favorable entropically at low temperature, while the

increase in total potential energy for solvation water indicates that solvation is more

favorable enthalpically at low temperature. Thus the destabilization of the micelle

at low temperature is driven by the enthalpic gain of surfactant solvation. This

is in agreement with thermodynamic properties of micelle formation determined

experimentally, which indicate that micelle formation is driven entropically at low

temperature while micelle destabilization is driven enthalpically [86, 87]

2.5 Conclusion

In conclusion, we have developed a CG model of nonionic surfactant and used

this model to characterize the destabilization of pre-formed micelles at extremes of

temperature. Our model is capable of capturing both micelle formation and desta-
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bilization, with simulations of formation and destabilization indicating the same

temperature of maximum stability for micellization. We obtain micelles with the

expected dry hydrophobic core surrounded by a solvated polar shell. At high tem-

peratures we observe a rapid disordering and destabilization of the micelle. At low

temperatures we note changes in both the overall structure of the micelle as well

as the individual surfactants which make up the micelle. At 350 K the polar head

groups of surfactant fold against the surface of the micelle, reducing the solvation of

the hydrophobic core, while at low temperatures surfactants within the micelle re-

main extended, increasing the water density within the shell of the micelle as well as

the solvation of hydrophobic groups. Surfactants that transition from the micelle to

solvent at 275 K appear to move straight out of the micelle, rapidly losing head-head

and head-tail contacts with the micelle. By contrast, surfactants leaving the micelle

at 350 K have lingering head-head and head-tail contacts, which may contribute

to the retention of surfactants by the micelle. Destabilization of the micelle at low

temperature is enthalpically driven, as a decrease in enthalpy for solvated monomer

surfactants at 275 K leads to a decrease in the hydrophobic effect, as solvation of

monomer surfactant becomes more enthalpically favorable at 275 K relative to bulk

than at 350 K.

In its current form, the model presented here is easily extensible to any surfac-

tants of the form CnEm. In principle the model could be extended to any nonionic

surfactant, though surfactants of another form may require additional parametriza-

tion. As the current form of the model lacks charged beads, it would require modifi-

cation for the simulation of ionic surfactant. Additionally, the lack of representation
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for the directionality of hydrogen bonds means that the model would not be capable

of capturing a dipole moment. Future work with the model will involve extension

to charged residues, as well as testing with more complex mesophases.
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Chapter 3: Interplay between Conformational Heterogeneity and Hy-

dration in the Folding Landscape of a Designed 3-helix

Bundle

3.1 Overview

This chapter is based on the author’s publication: Interplay between Con-

formational Heterogeneity and Hydration in the Folding Landscape of a Designed

Three-Helix Bundle; Custer, G.S., Das, P., Matysiak, S; J. Phys. Chem. B, 2017,

121 (13) 2731-2738

3.2 Introduction

Proteins are the one of the most important types of macromolecules in bio-

logical systems. They consist of chains of amino acids which typically fold into a

unique structure and have numerous potential uses, including catalysis of chemical

reactions, transportation of other molecules, signaling within cells, and providing

structure for cells. Due to their ability to be modified and the many different

sequences that can be combined, there is great potential for the use of designed pro-

teins in medicine and industry. However, the relationships between sequence, fold,
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and function in proteins are not simple and have the subject of constant research

for decades [88–91].

Water plays a fundamental role in determining the structure and function of

proteins. The water molecules constituting the first hydration shell of a protein sur-

face are of particular importance, as dry proteins lack biological activity. Hydration

water is actively engaged in enzyme catalysis, protein-protein and protein-DNA in-

teractions, and protein folding. Both experimental and computational studies have

shown that hydration water is necessary to facilitate large motions within a pro-

tein [92–94]. Water expulsion and hydrophobic core formation are amongst the final

steps of protein folding. However, buried waters are frequently found in protein

structures [95–98]. In thermophilic proteins, increased internal water content has

been associated with enhanced stability [99]. Nearly-native, functional states of bio-

logical proteins such as SH3 domain have been identified with a solvated hydrophobic

core [100,101], though solvation of the core is often associated with denaturation [98].

The role of water in shaping the protein folding landscape has been investigated

by using both experiments, such as x-ray [102], neutron diffraction [102], NMR

[97, 103], and femtosecond fluorescence [104], as well as by computational methods

[99, 101, 105–113]. A practical difficulty of studying the role of water in protein

folding by fully atomistic MD is the large computational cost associated. Even for

small proteins, such as the 35-residue villin headpiece, folding times are frequently

longer than 1 µs [114]. An alternative approach is to employ coarse-grained models

that consider the effect of water on the folding landscape in an implicit manner,

such as the Generalized-Born [11], Gō model [12], HP [13], BLN [14] and other
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protein models [15–18]. These models have been instrumental in studying protein

folding, but the lack of explicit details representing protein-water interactions make

it difficult to use them to study the role of solvent in folding. A number of CG

water models [19, 20] group multiple water molecules into a single interaction site

which, while reducing computational requirements, makes it difficult to incorporate

hydrogen bonding, examine interactions between water and protein in detail, and

accurately capture the water phase diagram.

To circumvent these issues, in the present study we have developed an off-

lattice coarse-grained model of a solvated protein which makes use of a water model

in which each water molecule is represented with a single interaction center or

“bead”. The water model used is known as the mW water model [26], and uses the

Stillinger-Weber (SW) potential to enforce a tetrahedral angle between neighboring

water molecules. This model is thus able to accurately emulate the hydrogen bond

network present in water and is capable of reproducing the water phase diagram [26].

The protein model used here is comparable in the method of coarse-graining to the

BLN, MARTINI, and other protein models [14,15,115–119]. As in the BLN model,

we make use of three bead types for the protein, but each residue is split into a back-

bone and sidechain bead, as with other two-bead models [15,115,117–119]. Backbone

dipole interactions have been shown to drive formation of secondary structure [120],

but to reduce computational requirements CG models frequently do not include

explicity hydrogen bonding or dipoles. Here we adopt the use of the three-body

SW potential to accounting for hydrogen bonding, as in the mW water model [26].

In previous studies, we have developed interaction parameters of hydrophobic ho-
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mopolymer and hydrophobic-polar heteropolymer, which were used in conjunction

with the mW water model to study the pressure-temperature dependence of the

stability landscape [62,63]. In the current study, we have adopted a similar strategy

to investigate the interplay between the conformational heterogeneity and explicit

hydration of a designed three-helix bundle protein.

Helix bundles are one of the simplest protein folds found in nature, making

them frequent targets for studies of protein folding. They can be formed from very

few residues, with the villin headpiece 3-helix bundle folding in solution with as few

as 35 residues [7], and are among the fastest folding structures [114]. Folding of

several 3-helix bundles has been characterized both experimentally and computa-

tionally, including the villin headpiece [7,121,122], fragment B of protein A [123,124],

and albumin binding domain [9,125]. These bundles typically fold to a single native

state, with hydrophobic residues oriented inwards [9, 122, 124], but helical bundles

with more flexibility have been observed [126,127]. As helical bundles are relatively

simple folds found commonly in nature, they represent a useful starting point for

models of protein folding. The goal of this study is to characterize the the role of

water in folding of a designed helical bundle by simulating the solvated protein with

our CG model.
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3.3 Methods

3.3.1 Model

In the present study, we have developed a CG model similar in its treatment

of polar interactions to the CG surfactant model presented in Chapter 2. In this

model we have represented each amino acid within a helix using two beads, one

for backbone and one for sidechain (see Figure 3.1A). Residues connecting helices

(i.e turn residues) are represented with a single backbone bead without sidechain

(see Figure 3.1A). Four different bead types are used in our model, backbone (BB),

hydrophobic (HB), neutral (NB), and water (mW). Bond and angle interactions

between the beads are represented using simple harmonic potentials. Values used

for all bond and angle parameters in our system can be found in Table 3.1. The

size and mass for each bead type are based on their atomistic counterparts: BB is

based on backbone atoms of protein, HB is based on the sidechain of isoleucine, and

the neutral bead is based on the sidechain of alanine. Bonds between the backbone

beads have a length equal to the approximate distance between adjacent Cα atoms

in a protein, i.e. 3.8 Å [128]. Bonds between backbone and hydrophobic beads

are set to the average distance between the Cα carbon and the center of mass of

the sidechain atoms in isoleucine, i.e. 1.97 Å. This distance was calculated from a

set of non-redundant structures taken from the Protein Data Bank using the Pisces

server [129]. Bonds between backbone and neutral beads are set to the approximate

length of the Cα-Cβ bond in alanine, 1.53 Å [130]. Angles between backbone beads
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Table 3.1: Bonded parameters

Bonds

Bead types r0 (Å) K (kcal/Å2)

BB-BB 3.80 200.0
HB-BB 1.97 200.0
NB-BB 1.53 200.0

Angles

Bead types θ0 (◦) K (kcal/rad2)

BB-BB-BB 105 4.0
BB-BB-HB 123 4.0
BB-BB-NB 123 4.0

Dihedrals

Bead types A (kcal) B (kcal) C (kcal)

BB-BB-BB-BB 0.31 0.920471 1.037159

Table 3.2: Bonded parameters

are set to the expected angle between Cα atoms of adjacent residues, 105◦ [131],

and angles between backbone and sidechain beads set to the expected angle for

Cα-Cα-Cβ, 123◦ [132].

The three residue types, shown in Figure 3.1A, used in this protein model were

hydrophobic (H), neutral (N), and turn (T). A dihedral potential with three minima

was used to penalize unrealistic dihedral angle formation along the backbone. This

dihedral potential has been applied to the backbone dihedrals in order to bias the

structure towards sheet, right-hand helix, or left-hand helix [133]. In this potential,

shown in Figure 3.1B, the minima corresponding to right-hand helix and sheet are

set at equal depth and the minimum for left-hand helix is given a higher energy.
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The dihedral potential is applied across bonds between backbone beads of H

and N residues in our protein, but not across the backbone beads of T residues. Pa-

rameters used for the dihedral potential can be found in Table 3.1. Non-bonded

interactions involving hydrophobic or neutral beads are represented with a 9-6

Lennard-Jones potential, with parameters for each possible bead pair shown in Ta-

ble 3.3.1. The SW potential was used for non-bonded interactions between backbone

beads and mW water beads, in a similar manner as with the CG surfactant model.

This SW potential has been successfully used in the past to emulate intra-polymer,

polymer-water, and water-water hydrogen bonding [26, 62, 63]. The previous poly-

mer models which made use of the SW potential used one to two bead types (fully

hydrophobic to hydrophobic-polar) in simulating a linear polymer in explicit wa-

ter [62, 63]. Here we have expanded the model to four total bead types, with three

beads used for the protein with sidechains. The three-body angular penalty present

in the SW potential acts in this context to impose the hydrogen bond networks

naturally found in water [26]. For the interactions represented using the SW poten-

tial, only the parameters controlling the potential well depth (ε), bead size (σ), and

target angle (θ) were modified (see Table 3.3.1). All other parameters in the SW

potential were set as found in Molinero2009 and Moore [26]. For non-bonded inter-

actions between backbone and water, θ is set to 109.5◦, allowing backbone beads to

participate in the hydrogen bond network with water. While the previous polymer

models, as well as the CG surfactant model described in Chapter 2 used a θ of 109.5◦

for all polar interactions [63], here we need to distinguish between polar interactions

within the backbone and between backbone and water because polar interactions
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Lennard-Jones

Bead types ε (kcal/mol) σ (Å)

HB-HB 1.90 6.78
HB-BB 0.05 6.14
HB-NB 0.05 5.09
HB-mW 0.05 4.59
NB-NB 0.05 3.40
NB-BB 0.05 4.45
NB-mW 0.05 3.95

Stillinger-Weber

Bead types ε (kcal/mol) σ (Å) θ (◦)

mW-mWa 6.189 2.3925 109.5
mW-BB 7.86 3.43 109.5
BB-BB 9.70 4.46 180

a Parameters for mW bead taken from Molinero2009, et al. [26]

Table 3.3: Non-bonded parameters

within the backbone do not form a tetrahedral network. In an α-helix the angle

between nearest nonbonded Cα atoms should be close to 180◦. Thus, to account for

the hydrogen bonding within an α-helix, we set θ between backbone beads to 180◦.

3.3.2 Simulation Setup

Molecular dynamics simulations were performed using the model described

above to simulate a protein sequence designed to fold into a 3-helix bundle, an ex-

ample of which is shown in Figure 3.1C. This protein sequence consists of three

identical segments of N and H residues alternating in a pattern known to fold into

a helix [134, 135]. These helical segments are connected with a turn consisting of

4 T residues. We use a 12-residue sequence derived from West, et al. for each
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Figure 3.1: A) Residue types in the model shown in CPK representation,
where H is hydrophobic, N is neutral, T is turn, and W is water. Back-
bone beads shown in gray, hydrophobic in blue, and neutral in green.
B) The dihedral potential applied to the helical portion of the back-
bone. C) 3-helix bundle shown in CPK representation, with rods added
to represent the helices.
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helix [135]: NNHHNNHNNHHN (referred to as HX). This sequence aligns the hy-

drophobic H residues along one side of the helix and caps either end of the helix

with neutral N residues. Combined with the turns, the full sequence used is: HX-

TTTT-HX-TTTT-HX. Simulations were performed with LAMMPS [73] using the

Verlet integrator and a timestep of 8 fs. All simulations begin with the protein in

an extended random coil configuration, as illustrated in the top left of Figure 3.2.

The protein was placed in a cubic box containing 16985 mW water beads. Velocities

were initialized using a Boltzmann distribution set at the temperature being used

for the simulation. Temperatures and pressures were maintained using the Nosé-

Hoover thermostat/barostat [76, 77] with temperature at 300 K and pressure at 1

atm. Damping time was 100 fs for temperature coupling and 1 ps for pressure cou-

pling. Unless otherwise stated, all results reported in this manuscript are estimated

from three different simulations performed at 300 K, each starting from a different

extended random coil protein structure and run for 300 ns.

3.3.3 Identification of 3-helix bundle

The folding landscape of the three-helix bundle is quantified using the following

two reaction coordinates: a helicity score (FH) and an inter-helix alignment score

(FA). The helicity score, FH , is calculated as:

FH =
(

1− RMSD1

RMSDMax

)(
1− RMSD2

RMSDMax

)(
1− RMSD3

RMSDMax

)
(3.1)

where RMSDN refers to the root-mean squared deviation (RMSD) of helix segment

N (1, 2, or 3) from an ideal helix, and RMSDMax refers to the largest observed
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Figure 3.2: Radius of gyration over time of the whole protein (black),
hydrophobic beads (blue), and neutral beads (green) for the first 10 ns
of a simulation at 300 K. Data for the complete 300 ns long simulation
shown in inset. Structures are colored as in Figure 3.1. Structures
sampled at different times during the trajectory are shown with arrows
indicating their associated time point.

RMSD from an ideal helix. RMSDMax was taken from a simulation performed at

400 K, allowing sufficient unfolding of the protein. As a result, Equation 3.1 accounts

for the deviation of normalized RMSD for each helix ranging from 0 to 1, where a

value equal to 1 represents a perfect helix. By multiplying these RMSD deviations

for the individual helices with each other (Equation 3.1) we obtain a single metric

that does not downplay deviations from helicity in any individual helix. This score,

FH allows us to measure the secondary structure of our protein. The second reaction

coordinate is the inter-helix alignment score, FA, given by:

FA =

(
1− θ12

180◦

)(
1− θ13

180◦

)(
1− θ23

180◦

)
(3.2)

where θNM refers to the angle between vectors aligned to helices N (1 or 2) and M

(2 or 3). This equation produces a normalized angle for each pair of helices which
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ranges from 0 to 1, where 1 indicates that the helices are perfectly aligned (with

an inter-helix angle of 0). In an ideal three-helix bundle all of the helices would be

perfectly aligned against each other. Again, multiplying the inter-helix alignment

values for the three possible pairs together allows us to obtain a single metric. This

metric provides us an indirect measure of the tertiary structure of the helix bundle,

though it is not a direct measure of the fit to ideal tertiary structure. We have

extensively tested both of these reaction coordinates to characterize an ideal helix

bundle and found that FH ≥ 0.8 and FA ≥ 0.76 are needed for a structure to be

considered a 3-helix bundle.

3.3.4 Quantification of waters in the core

We define the core of our protein as the space within a convex hull surrounding

the backbone beads in the three helices. After calculating the convex hull, we

consider all waters within the hull to be within the core of the protein. To determine

the number density of water in the core, we divide the number of waters in the core

by the volume of the convex hull defining the core. Density is then normalized by

rescaling the raw values such that 99.8 percent of water densities for conformations

near ideal helix (FH ≥ 0.65 and FA ≥ 0.76) fall between 0 and 1. For all plots shown

with normalized water density, a normalized density of 0 corresponds to a water

concentration of 6.64 M and a normalized density of 1 corresponds to a concentration

of 25.54 M, with values between 0 and 1 scaled linearly. The full distribution of

normalized and non-normalized water densities for helical conformations is shown
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in Figure 3.3. A convex hull around backbone beads works well for defining the core

when the peptide is in a compact conformation but not when the peptide is in an

extended conformation. As both the dry and wet states observed in our simulations

are compact, we are able to use this method to quantify the hydration state of the

protein core.

3.4 Results and Discussion

3.4.0.1 Folding landscape of a designed three-helix bundle

Collapse of the protein is evident from the evolution of radius of gyration (Rg)

of the protein, as shown in Figure 3.2. An initial drop in Rg for both hydropho-

bic and neutral beads is seen, followed by a further drop in Rg of the hydrophobic

beads. In all runs at 300 K, the protein typically remains collapsed with hydrophobic

groups buried to some extent, even when the protein is in an extended conformation

(Figure 3.2 inset). Figure 3.4A illustrates the potential of mean force at 300 K as

a function of FA and FH . Two minima are observed at regions with high values

of FA and FH . The minimum labeled S1 includes the fully folded bundle, an ex-

ample of which is shown in Figure 3.4B. Minimum S2 corresponds to structures in

which the helical strands are aligned, but helicity is lacking, typically on one of the

helices. The unfolded region of the conformational space will be referred to as S3,

and contains many different conformations. Two primary folding pathways, shown

in Figure 3.4B, are observed at 300 K. In the S3-S2-S1 pathway, shown in green

in Figure 3.4B, the helical segments align against each other prior to the complete
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Figure 3.3: Distribution of water density in the core of the protein in
state S1. A) Water density normalized such that 99.8 percent of water
density values in S1 and S2 fall between 0 and 1. B) Water density
before normalization.
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formation of helices. In the S3-S1 pathway, shown in blue in Figure 3.4B, helices

form fully as or before the helices align. The S3-S2-S1 pathway is observed most

frequently in our simulations, implying inter-helix tertiary interactions are needed

to stabilize individual helices. In both of these pathways, some helical content is

present at an early stage of folding, indicating that folding occurs in a manner

consistent with the framework or diffusion-collision models of folding, which would

expect secondary structure to form before arrangement into the native tertiary struc-

ture [136–140]. However, the dominant presence of the collapsed protein with buried

hydrophobic residues, even in the unfolded state, is consistent with the hydrophobic

collapse model, in which the hydrophobic collapse of the protein reduces the con-

formational space sampled [140–144]. It appears this three-helix bundle folds in a

manner incorporating characteristics of each model.

3.4.0.2 Shifts in solvation with protein folding

As the protein folds, accompanied by hydrophobic core formation, we would

expect water expulsion from the protein core as a critical step. Figure 3.5A depicts

the PMF plot shown in Figure 3.4A, with contour lines instead of color indicating

the free energy of each state. Figure 3.5A is scaled to focus on S1 and S2, and

is colored according to the corresponding average water density in the core of the

protein. Comparison of the density of water corresponding to each state of the

protein suggests a slight drying of the protein as it folds from S2 to S1. The relatively

dehydrated nature of the S1 structures compared to S2 is also evident from the water
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Figure 3.4: A) Potential of mean force for 3-helix bundle simulation
at 300 K. states are numbered. FA refers to the inter-helix alignment
score, and FH to the helicity score. B) Structures corresponding to each
numbered minima from the plot in A, with arrows denoting possible
pathways between minima. Arrow colors distinguish the two possible
pathways for moving from S3 to S1. Protein drawn in CPK represen-
tation with backbone beads colored gray, hydrophobic beads blue, and
neutral beads green. Purple rods have been added to highlight formed
helices.
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density distribution of the two states (Figure 3.5B), which shows a shift to decreased

water density as the protein moves into S1. However, the water density distributions

also show that there is a considerable population of structures with wet core in both

S1 and S2 states. The fraction of protein structures with a normalized water density

above 0.6 is identical in both states. This finding suggests that the folded protein

populates structures with a wide range of core solvation. The presence of internal

water revealed in this study is consistent with what has been seen in thermophilic

proteins [99]. A near-native state with a solvated core, similar to what we observe

with S2, has also been seen for a SH3 domain protein in NMR [100,101]. Thus while

we typically expect drying of the core to accompany folding of a protein, complete

drying of the core is not a necessity.

3.4.0.3 Solvation of folded substates

To explain this broad range of solvation in the folded structure, we examined

the water density in the protein core over time. A sample of this time series for

one trajectory is shown in Figure 3.6A (full time sequence for each simulation can

be found in Figure 3.7). Within S1, transitions between wet and dry core are often

observed. Similar nano-scale dewetting transitions have also been observed at the

inter-peptide interface [145–147] as well as within the hydrophobic core of biological

proteins [110, 148]. Associated changes in the packing of the protein core are also

analyzed. We found that, within state S1, rotation of an individual helix around

its central axis can occur, such that sometimes the hydrophobic face of the helix
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Figure 3.5: A) Upper right portion of the PMF plot shown in Figure 3.4,
colored by average normalized density of water in the core of the protein.
Minima from Figure 3.4 labeled. B) Distribution of water density in the
core of the protein for S1 (blue) and S2 (red). Water is normalized such
that 99.8 percent of water density values in states S1 and S2 fall between
0 and 1.
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was oriented inwards and at other times the neutral face was oriented inwards. If

we consider each helix to have two primary orientations, the hydrophobic face in or

out, then there are four possible configurations for the folded bundle: 3 hydrophobic

faces in (3-in), 2 hydrophobic faces in (2-in), 1 hydrophobic face in (1-in), and

no hydrophobic faces in. The distributions of these configurations for the folded

state (S1) were: 7.1 ± 2.0% 1-in, 55.4 ± 7.0% 2-in, and 37.4 ± 7.4% 3-in. The

configuration with no hydrophobic domains in was very rare, appearing in only

0.1% structures. The time series in Figure 3.6A is shaded according to the number

of helices in, and shows that transitions between 2-in and 3-in are also associated

with a shift in solvation of the protein core. Distributions of water density for

1-in, 2-in, and 3-in (Figure 3.6B) show that the 1-in and 2-in configurations have

considerably lower water density in the core than 3-in. Therefore, there appear to be

distinct wet and dry states for the protein. The 1-in and 2-in density distributions

for S1 (Figure 3.6B) are nearly identical, indicating that only one of the three helices

needs rotate such that the hydrophobic face is outwards (2-in) to form a drier core,

as no further reduction in solvation is seen with the 1-in conformation. Thus, the

folded ensemble of the designed three-helix bundle sequence exhibits a diversity of

structures in which the solvation state of the hydrophobic core is strongly correlated

with the helix rotation. Both designed and biological helical bundles that require

rotation of the helices about their central axes for activity are known to exist.

For example, the transmembrane HAMP domain is a 4-helix bundle that exhibits

rotation of helices about their axes [126]. Another 4-helix bundle, the artificial

oxygen transport protein HP7, requires rotation of the helices for heme binding [127].
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Figure 3.6: A) Normalized density of water in the core of the protein vs
time for a portion of the trajectory at 300 K. Slices shaded by number of
hydrophobic domains oriented inwards, with 2-in blue and 3-in orange.
Unshaded slices not in S1. B) Distribution of water density in the core
of the protein for 1 helix oriented with hydrophobic inwards (green), 2-in
(orange), 3-in (blue). Water density in A and B normalized such that
99.8 percent of water density values in S1 and S2 fall between 0 and 1.
C) Side and top views of protein in state 1 with 2 helices oriented with
hydrophobic inwards and D) with 3 helices oriented inwards. Protein
bead colors for C and D are as in Figure 3.1. Water beads (red) are those
identified as within the core of the protein. E) Normalized density of
water in the protein core plotted against radius of gyration for structures
with 2 hydrophobic domains in (orange) and 3 hydrophobic domains
(blue).
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Figure 3.7: A), B), and C) Normalized density of water in the core of the
protein vs time for three different trajectories at 300 K. Slices shaded by
number of hydrophobic domains oriented inwards, with 1-in green, 2-in
blue, and 3-in orange. Unshaded slices not in S1.
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Structurally, the 2-in configuration (Figure 3.6C) appears to have much tighter

packing than that found in 3-in (Figure 3.6D). Based on observed structures, the

protein appears to be unable to pack all of the hydrophobic residues in the core

without some swelling and influx of water, as a result of the large size of the residues.

It is possible that the difficulty in burying the hydrophobic residues without some

influx of water is due to the simplistic spherical representation of the sidechains. In

a fully atomistic representation of the isoleucine residue, on which the hydrophobic

beads are based, there would be flexibility within the sidechains which could allow

the residues to pack against each other more efficiently. However, there are larger,

less flexible nonpolar sidechains such as phenylalanine and tryptophan that might

also cause the spatial arrangement issues observed with our CG hydrophobic beads.

The radius of gyration (Rg) of the protein plotted against water density in the

core (Figure 3.6E) agrees with this observation. We found a strong relationship

between water in the core and Rg for both the 2-in and 3-in structures, with Rg

increasing with solvation. Overall, the Rg for the 2-in structure is less than that

of 3-in. Taken together, our results imply that while the sequence explored in this

study does fold to a three-helix bundle, it is not the three-helix bundle that might be

expected. Instead of a dry three-helix bundle with fully-buried hydrophobic residues,

the protein model folds into two molten globule [149–151] states, one with a dry core

and 2-in and a second with a wet core and 3-in. The existence of similar dry and

wet molten globules on the folding landscape of real proteins has been suggested by

both experiments and simulations [150–156].

We can further explore the formation of the 2-in and 3-in structures by exam-
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ining the changes in solvation of the protein as it folds. In the S2 state we observe

a generally folded but fully solvated structure. Some water expulsion occurs in the

transition from S2 to S1, regardless of whether the protein folds to the 3-in or 2-in

structures, which may be due to the disorder found in one helix for the S2 state.

No preference is seen for 2-in or 3-in when transitioning from S2 to S1, indicating

that the protein does not need to pass through one conformation to reach the other.

The 2-in structure appears in 57.9% of transitions, and 3-in in 35.2% of transitions,

very similar to the final observed fractions of 2-in and 3-in in state S1. Conversion

from 3-in to 2-in is accompanied by an expulsion of water, and 2-in to 3-in with

in influx of water. To our knowledge, this coupling of water content in the core

to rotation of the helices has not been observed previously. The result implies an

interesting balance of hydrophobic burial and solvation, as the 3-in structure shows

increased hydrophobic burial, while the 2-in structure exhibits an overall reduction

in solvent-accessible surface area and core hydration. This alternating population

of two distinct states is similar to that seen in the HP7 protein designed by Koder,

et al, in which rotation of the helices buried charged residues, but also resulted in

a conformation conducive to heme binding [127]. Packing of hydrophobic residues

in the core of a helical bundle is known to play a large role in its overall stability.

In the design of a more stable 4-helix Rop bundle [157], as well as another designed

4-helix bundle [158], alternating large and small hydrophobic residues were found to

improve helical stability. Stability of a single substate in our structure might also

be improved by the inclusion of interacting charged or polar residues on the surface

of the helix, which are common in natural and designed helical bundles [89]

67



3.5 Conclusion

In summary, we have developed and used a CG model of solvated protein

to directly explore the folding/unfolding landscape of a three-helix bundle protein.

This model is able to capture the hydrophobic collapse, helix formation, and folding

into a bundle as commonly seen in biological 3-helix bundle sequences. The three-

helix bundle which forms is not the expected bundle with fully-buried hydrophobic

residues and a dry core. Instead, the designed sequence populates two molten globule

states, one with a dry core and another with a wet core. In the dry molten globule

state, one of the helices exposes its hydrophobic face to the solvent. In contrast,

all three helices have hydrophobic faces oriented inwards in the wet molten globule

state. Frequent transition between these two states is observed, which reveals a

nano-scale dewetting transition accompanied with a single helix rotation. It appears

that the sub-optimal packing of hydrophobic core in our designed protein model gives

rise to enhanced flexibility allowing helix flipping. This method of destabilization

could be used to design proteins with enhanced flexibility as needed for function.

In its current form, there are several limitations of the model presented here.

A drawback of using a single angular penalty to account for hydrogen bonds within

the protein is that the model can only study a single type of secondary structure.

Here we set θ of the SW potential to 180◦ for BB-BB interactions so that α-helices

can form, but formation of β-sheets would require a different angle. Changing θ

should allow folding of β-sheets, but the model in its current form is not suitable

for secondary structure prediction or for studying sequences which switch between
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sheets and helices. Additionally, as the model does not have explicit hydrogen bond-

ing, there is no directionality associated with the hydrogen bonds. Thus the model is

unsuitable for studying phenomena in which the dipole moment of secondary struc-

ture elements is important, such as peptide-membrane binding [119]. The model

also currently lacks any representation of charged residues, but it is not expected

that their addition would present any major hurdles.

In the future, we plan to improve the model described here to explore folding

of other designed sequences into helical bundles, as well as extend the model to

support other types of folds.
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Chapter 4: Role of intramolecular contacts, hydrophobicity, and sol-

vation in the allosteric communication of BirA

4.1 Overview

This chapter is based in part on the author’s contributions to: Long distance

modulation of disorder-to-order transitions in protein allostery; Wang, J., Custer,

G., Beckett, D., Matysiak, S.; Biochem. 2017. 56 (34) 4478–4488, as well as:

Superrepression through Altered CorepressorActivated Protein:Protein Interactions;

He, C., Custer, G., Wang, J., Matysiak, S., Beckett, D.; Biochem. 2018. 57 (7)

1119–1129.

4.2 Introduction

Regulation of biological processes is necessary for organisms to respond to

changes in environment, available resources, and the needs of the organism. A

common method of communicating these changes is known as allosteric regulation,

in which the binding of an effector molecule to some site on a protein alters the

function of a second site. The binding site of the effector molecule is frequently far

from the second site, with the act of effector binding communicated through the
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protein. Due to the importance of allosteric regulation in biological systems it is

the subject of much research, but the molecular details behind the transmission of

an allosteric signal within a protein are still not fully understood.

The Escherichia coli biotin ligase/repressor (BirA), shown in dimer form in

Figure 4.1A, is a bifunctional protein, which can both adenylate biotin and re-

press biotin synthesis. BirA forms its product, biotinoyl-5’-adenylate (bio-5’-AMP)

following binding of biotin and ATP. After adenylation of biotin there are two path-

ways possible for the BirA·bio-5’-AMP complex (holoBirA) (Figure 4.1B). If biotin

carboxyl carrier protein (BCCP) is available BirA can form a heterodimer with

BCCP and transfer biotin to BCCP [160–162]. If BCCP is absent, holoBirA will

homodimerize and can then bind to the biotin operator sequence (bioO), repressing

synthesis of biotin. Homodimerization of BirA is required for binding to bioO, and is

promoted by the binding of bio-5’-AMP [163,164]. Experimental evidence has shown

that apoBirA and BirA·biotin form a monomer in solution, while BirA·bio-5’-AMP

readily forms a dimer [163], with BirA·bio-5’-AMP having a dimerization energy 4

kcal/mol less than that of apoBirA [165], indicating communication of ligand binding

to the dimer interface. Structures of apo and BirA bound to a bio-5’-AMP analog,

biotinol-5’-AMP (bioOH-5’-AMP), indicate that ligand binding drives disorder to

order transitions in both the ligand binding and dimer interface loops of the protein

(loops labeled in Figure 4.1A). In the ligand binding region, the biotin binding loop

[residues 116-124 (BBL)] and the adenylate binding loop [residues 211-222 (ABL)]

become ordered. In the dimer interface residues 140-146 and 193-199 order upon

ligand binding.
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Figure 4.1: A) BirA·bioOH-5’-AMP dimer. Dimer interface loops la-
beled and highlighted in blue, ligand binding loops in green. Ligand
highlighted in purple. One chain is shown in light gray, and the other
in dark gray. Structure from PDB entry 2EWN [159] B) General BirA
mechanism, based on Wood, et al. 2006. [159]
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Disorder to order transitions are found in many allosterically regulated systems

[166–169]. In human glucokinase, an enzyme critical for regulating glucose levels,

binding of glucose triggers ordering of a domain, leading to the active structure of the

enzyme [169]. Tetracycline repressor relies on flexibility of its DNA binding domains

to access the conformations needed for DNA binding. Ligand binding increases the

order of those domains, preventing them from accessing the conformations needed

for DNA binding [168]. Cholera toxin requires a more complex order-disorder-order

transition of the CTA1 domain to facilitate movement of the toxin through the cell

and activation of the toxin [167]. Thus disorder to order transitions allow for many

different mechanisms by which a system can be regulated.

In the past, structural changes in a protein on an atomistic level have typically

been examined through X-ray crystallography. Due to the necessarily static nature

of crystal structures, it can be difficult to use these structures to study processes in

proteins which are inherently dynamic. Dynamic processes in proteins are typically

studied with other techniques, such as NMR spectroscopy, SAXS, and AUC. These

techniques, however, typically come with limits on size or spatial resolution. MD

simulations have proven to be well-suited to exploring the changes which occur

in allosteric transitions and examining the conformational dynamics of a protein

on an atomistic level. Simulations have provided insight into the conformational

dynamics involved in allostery for the repressor NikR [24], changes which occur

in disorder to order transitions in both Sortase A and phosphorylation of smooth

muscle myosin [170]. Insights into the role of solvation in the allosteric transitions

of hemoglobin, first identified in experiment [171], have also been obtained through
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simulation [172]. Simulations are able to characterize at an atomistic level processes

that have been identified experimentally and guide future experimental work.

Our work here uses all-atom molecular dynamics simulations of BirA to exam-

ine the allosteric transitions that occur upon ligand binding. We focus on variants

of BirA that have been characterized by our experimental collaborators in the Beck-

ett group and identified as altering the dimerization and ligand binding affinities of

BirA. We characterize structural changes which occur upon ligand binding for loops

in the ligand binding region and dimer interface, and examine changes in flexibility

and solvation which occur in the protein when mutating residues both in the ligand

binding and interfacial regions as well as in distant regions.

4.3 Methods

4.3.1 Simulation Setup

MD simulations were performed using the coordinates of a monomer (chain

A) for the BirA dimer of Protein Data Bank (PDB entry 2EWN) [159]. This struc-

ture, which is of the BirA dimer bound to the corepressor analogue biotinol-5’-AMP

(btnOH-AMP) was chosen because it is the most complete of the available BirAwt

structures, with all residues modeled in the dimerization and ligand binding sur-

faces. For simulations of apoBirA, the ligand was removed prior to simulation. For

simulations of holoBirA, btnOH-AMP was used as the ligand. Amino acid substi-

tutions in the protein sequence were made in PyMOL [173]. For simulations, the

protein model was placed in a rhombic dodecahedral box with walls extending 1 nm
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past the protein and solvated with 20300 SPC/E [174] water molecules. For BirA

and its variants, Na+ and Cl- ions were added to the system as needed to render the

system neutral, replacing water molecules when added. Prior to production runs,

the energy of the system was minimized using the steepest descent method, followed

by NVT and NPT equilibration runs of 100 ps each, using position restraints with

a force constant of 1000 kJ mol−1 nm−2 on the protein. Production runs were per-

formed without position restraints, using an NPT ensemble with a temperature of

300 K and a pressure of 1 bar. These runs were carried out for 1 µs, with the last

500 ns of the simulation used for all analysis as, on the basis of the root-mean-square

deviation (RMSD) of backbone positions in the central domain relative to starting

structure, all simulated variants equilibrate within the first 500 ns of simulation time

(Figure 4.2 shows the variant with the longest equilibration time, wt apo).

All MD simulations were conducted using the GROMACS 4.6 simulator [66–

69] and the OPLS-AA force field [175]. Parameters for btnOH-AMP were con-

structed by analogy to existing molecule/functional group force fields, as done by

others [176]. Simulations were run using a time step of 2 fs, with neighbor list

updates every five steps. Temperatures of protein and water were maintained inde-

pendently using the V-rescale algorithm [71] with a time constant of 0.1 ps. Ions,

where present, were grouped with water for temperature coupling, while btnOH-

AMP was grouped with protein. Isotropic pressure coupling in NPT simulations

used the Parrinello–Rahman barostat [72] with a time constant of 2 ps and a com-

pressibility of 4.5 × 10−5 bar−1. Bond lengths were constrained using the LINCS

algorithm [177].
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Figure 4.2: Root-mean-square-deviation (RMSD) time series for the
C, CA, and N atoms of the central domain of apoBirAwt simulation
(residues 80-115,127-139, 147-192, 200-210, and 224- 269), after aligning
to C, CA, and N atoms of the same residues in the starting simulation
structure
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4.3.2 Visualization and analysis

MD structure images were rendered using VMD [78]. To determine represen-

tative structures given for the dimer interface of BirA variants, a pairwise RMSD

matrix was calculated, using the GROMACS tool g cluster [66–69], for residues 140-

146 and 193-199 in the dimer interface using all structures from the last 500 ns of

each trajectory. The structure with the minimum dimer interface RMSD relative

to all other structures was then taken as the representative structure. As shown,

each representative structure has been aligned to the backbone of the holoBirAwt

representative structure, including residues 135-155 and 189-204.

For pairwise energy difference plots, the Coulombic and Lennard-Jones ener-

gies between each pair of residues were output over time using GROMACS [66–69].

The Coulombic and Lennard-Jones energies for each pair were then summed and

averaged for the last 500 ns of each trajectory. The energy shown in the difference

map is the average energy for each pair minus the average energy for that pair in the

holoBirA simulation. As the average energy for all pairs shown was negative (at-

tractive), more negative values would indicate stronger interaction. In the difference

maps, this means that negative values are found for a pair when their interaction is

stronger in holoBirAwt and positive values when the interaction is weaker.

Helicity in the simulation of residues 140-152 was quantified by measuring

the per-residue average RMSD of an ideal helix (RMSDhx). As both 310- and α-

helices form in the segment, both were considered in this analysis. Ideal helices

were constructed using heavy backbone atoms only (N, CA, C, and O), setting the
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φ and ψ angles to -49◦and -26◦, respectively, for the α-helix and to -57◦and -47◦,

respectively, for the 310-helix [178]. A five residue ideal α-helix and 310-helix were

used to calculate RMSDα and RMSD310, respectively. For each residue, i, in the

range of residues 140-152, the five-residue ideal helices were aligned to a five-residue

segment centered on residue i, and RMSD was calculated between the structures.

The smaller of either RMSDα or RMSD310 was taken as the RMSDhx for that

residue in each structure. The RMSD shown is the average per-residue RMSDhx

across the last 500 ns of each trajectory.

Principal component analysis was performed on the last 500 ns of each trajec-

tory. The covariance matrix was calculated for the main-chain backbone atoms (N,

CA, and C) of residues 140-146 and 193-199 in the dimer interface, using the GRO-

MACS program g covar. Root-mean-square fluctuations of these residues along the

principal eigenvectors of the covariance matrix were calculated using the GROMACS

program g anaeig [66–69].

Water contact distributions for the dimer interface (residues 140–146 and 193–

199) and ligand binding regions (residues 116–124 and 211–222) were calculated

using a 3.5Ådistance cutoff for contacts, with distances being calculated between

all atoms of protein (including hydrogen) and oxygen atoms only of water. When

a water molecule made multiple contacts with a region simultaneously, it was only

counted once. Thus, the number of water contacts given represents the total number

of water molecules in contacts for a region. Per residue water contact counts were

calculated in the same manner. Generation of the surface representation for per

residue water contact images was done in VMD [78] with a 1.4Å probe radius. The
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difference in water contacts shown for each variant is the difference in the per residue

mean number of water contacts for the variant and the per residue mean number of

water contacts for holoBirAwt. Coloring has been scaled such that blue represents

an increase of 4 water contacts for the residue, white no change in water contacts,

and red a decrease of 4 water contacts.

4.4 Results and Discussion

4.4.1 Comparison of apo and holo BirAwt

For all BirA variants studied simulations reached equilibrium within 500 ns

and all analysis was performed on the final 500 ns of each 1 µs trajectory. Sim-

ulations of apo and holoBirAwt were first compared to existing experimental data

to verify the accuracy of the model used for simulation. Crystal structures of BirA

indicate the interfacial loops (residues 140-146 and 193-199) become more ordered

upon ligand binding. The difference in pairwise interaction energies for residues in

the dimer interface was compared for apo and holoBirAwt simulations (Figure 4.3A).

Energies represented in this plot are apo energy minus holo, thus interactions which

are stronger in apo are negative and those stronger in holo are positive. In general

interactions in the dimer interface are weaker in the interfacial loops, especially in

loop 140-146, which leads into an α-helix which extends down to the ligand binding

surface of the protein. A sample structure illustrating the corresponding change

interactions for apo relative to holo is shown in Figure 4.3C. We can further charac-

terize this structural change by examining the RMSD to an ideal helix (Figure 4.3E),
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Figure 4.3: Difference average interaction energy map for residue pairs in
the A) dimerization surface and B) ligand binding region of apoBirAwt.
C)&D) Median structure of apoBirA focused on the C) dimer interface
and D) ligand binding region, with rods illustrating pairwise interaction
differences from A) and B) respectively with magnitudes greater than
5 kJ/mol. Red rods represent interactions weaker than holo, blue rods
stronger, with the thickness of the rod indicating magnitude of the differ-
ence. E) Per-residue average RMSD to ideal helix for apoBirAwt (black)
and holoBirAwt (green). Error bars represent 95% confidence intervals.
F) RMSD time series for C, CA, and N atoms of residues 211-223, after
aligning to C, CA, and N atoms of the central domain (residues 80-115,
127-139, 147-192, 200-210, and 224-269). Values smoothed using a slid-
ing average with a 0.5 ns window. Variants shown are apoBirAwt (black)
and holoBirAwt (green).

80



where we see there is a short helical turn around residues 144-145 of the holo simu-

lation (indicated by the low RMSD to ideal helix), while in apo the helix is absent

before residue 147. This is consistent with crystal structures, where in apo this he-

lix ends before it reaches residue 146, while in the holo structure the helix extends

slightly to include residues 142–145, with a small kink at residue 146 [159,179]. We

note that the extension of the helix in holo appears to come with some weaken-

ing of the structure around residues 148–149 relative to apo. This is also captured

in the decreased strength of the 1–4 interaction between residues 146 and 150 in

Figure 4.3A for holo, where the 29 kj/mol increase in energy would represent a

significant weakening of the backbone hydrogen bond. Difference in pairwise inter-

action energies for the ligand binding region is shown in Figure 4.3B, with changes in

packing seen throughout this region for apo compared to holo (Figure 4.3D). Back-

bone RMSD for the ABL (Figure 4.3F) relative to the starting structure is increased

in apo compared to holo, indicating greater structural changes in this loop. The

ligand binding pocket of BirA contains many hydrophobic residues and repacking of

the ligand binding region is expected in the absence of ligand. Water contacts with

hydrophobic sidechains found in the ligand binding pocket, shown in Figure 4.4,

increase significantly in the absence ligand, indicating that without the ligand the

hydrophobic residues in the pocket are not able to pack effectively. Overall, simu-

lations of apo and holoBirAwt agree very well with experimental results, capturing

both the structural changes observed in the dimer interface and the disorder found

in the ligand binding loops [159,179].
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Figure 4.4: Distribution of water contacts for hydrophobic sidechains
in the ligand binding pocket (residues W123, F124, M211, V214, V218,
V219, and W223) for simulations of apo and holoBirAwt

4.4.2 Structure and dynamics of holoBirA alanine substitution vari-

ants

Dimerization and ligand binding free energies of wt and alanine substitution

variants of BirA have been determined experimentally by our collaborators in the

Beckett group, using isothermal titration calorimetry for ligand binding and sedi-

mentation equilibrium for dimerization [180–184]. In addition to identifying single

alanine mutations that alter dimerization and ligand binding, they have identified

double-alanine variants of BirA which indicate coupling between residues in the

dimerization and ligand binding regions of BirA [184]. Here we have used MD

simulations to characterize the structural and dynamic coupling between two of

these residues, P143 and M211. P143 is found on the dimerization surface of BirA
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Figure 4.5: Structure of BirAwt monomer (PDB entry 2EWN [159]) high-
lighting residues modified in variants in the dimer interface, P143 (red)
and ligand binding regions, M211 (cyan), and R213 (orange). Ligand
highlighted in purple, dimer interface loops in blue, ligand binding loops
in green.

(Figure 4.5), in one of the two interfacial loops which become ordered upon ligand

binding, while M211 is found in the back of the ligand binding pocket on the ABL.

While alanine substitution of M211 has been observed experimentally to increase

the Gibbs free energy of bio-5’-AMP binding by over 2 kcal/mol [182, 184], sub-

stitution of P143 has no observable effect [183]. However, when a double-alanine

substitution is performed with these residues, binding affinity for bio-5’-AMP is

partially recovered, with a coupling free energy of -0.7 ± 0.3 kcal/mol, indicating

coupling between these two residues [184]. Alanine substitutions of P143 and M211

both have a negative effect on dimerization of BirA, as determined experimentally
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by sedimentation equilibrium [180–182]. However, coupling is not observed in the

effects on dimerization for these residues, with changes in Gibbs free energy of

dimerization being additive [184].

4.4.2.1 Changes in pairwise interactions

We have examined the changes in interactions within ligand binding region

for simulations of holoBirA variants using maps of the pairwise interaction energy

between residues (Figure 4.6). As with the comparison between wt apo and holo-

BirA, maps shown here represent the difference in interaction energy between each

variant and holoBirAwt for each residue pair. To aid with visualizing the change in

interactions, example structures are given with rods highlighting pairwise interac-

tions which change by more than 5 kJ/mol. Difference energy maps for BirAM211A

indicate large changes and losses in interactions both between and within the ABL

and BBL (Figure 4.6A&D), consistent with the reduction in ligand binding affinity

found for BirAM211A. In particular, many interactions are lost between the ABL and

residue F124, a hydrophobic residue which stretches between the ABL and BBL.

These lost interactions are not surprising, given the coupling in bio-5’-AMP binding

that has been observed for residues F124 and M211 [182]. Little change in interaction

energies are observed on the ligand binding surface for BirAP143A (Figure 4.6B&E),

which does not alter the ligand binding affinity relative to BirAwt. When combined,

the P143A and M211A substitutions give interaction energies in the ligand binding

surface more similar to BirAwt than those observed for the M211A substitution alone
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Figure 4.6: Difference average interaction energy maps (top panels) and
corresponding structures (bottom panels) for residue pairs in the ligand
binding of (A and D) holoBirAM211A, (B and E) holoBirAP143A, and (C
and F) holoBirAP143A/M211A. Median structure for each variant used,
with rods representing corresponding differences in pairwise interaction
energy, where the magnitude of that difference exceeds 5 kJ/mol. Blue
rods represent interactions stronger in the variant and red weaker inter-
actions. Thickness of the rod correlates with magnitude of the difference.
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(Figure 4.6C&F), in agreement with the experimental observation that P143A in

combination with M211A is able to partially recover the loss in bio-5’-AMP binding

affinity found for the single-alanine M211 substitution [184].

While M211A has been shown experimentally to have weaker dimerization

[182], the difference energy map for the dimer interface of BirAM211A appears very

similar to that of holoBirAwt (Figure 4.7A&D). The difference energy map for the

dimer interface of BirAP143A (Figure 4.7B&E), however, shows a loss of interactions

within the 140–146 loop of the dimer interface, consistent with its experimental

decrease in dimerization free energy [181]. When combined with the M211A substi-

tution, we observe a loss of many interactions both in and between the 140–146 and

193–199 interfacial loops(Figure 4.7C&F). Thus while we are not able to capture

the affect of M211A alone on the dimerization surface, we do observe its effect in

combination with P143A.

4.4.2.2 Structure and dynamics of the dimer interface and ligand

binding surfaces

To gain further insight into the changes which occur in these single-alanine

BirA variants we examined structural properties of the dimer interface and ligand

binding regions (Figure 4.8). Comparing the median structure for holoBirAwt and

BirAP143A/M211A, we observe increased separation between the 140–146 and 193–199

loops in BirAP143A/M211A, with little interactions occurring between the loops which

pack against each other in the wt structure (Figure 4.8A). As mentioned previously,
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Figure 4.7: Difference average interaction energy maps (top panels) and
corresponding structures (bottom panels) for residue pairs in the dimer-
ization surface of (A and D) holoBirAM211A, (B and E) holoBirAP143A,
and (C and F) holoBirAP143A/M211A. Median structure for each variant
used, with rods representing corresponding differences in pairwise inter-
action energy, where the magnitude of that difference exceeds 5 kJ/mol.
Blue rods represent interactions stronger in the variant, red weaker inter-
actions. Thickness of the rod correlates with magnitude of the difference.
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Figure 4.8: Changes in structure and dynamics of BirA dimerization
loops for alanine substitution variants. A) Dimerization surface loops
140–146 and 193–199 for holoBirAwt and holoBirAP143A/M211A. B) Per-
residue average RMSD from an ideal helix for residues 140–152. error
bars represent 95% confidence intervals. C) Dimer interface loops of
the median holoBirAwt structure shown with the principal eigenvector
(yellow) of the covariance matrix for residues 140–146 and 193–199. D)
root-mean-square fluctuation (RMSF) of residues 140–146 and 193–199
(C, CA, and N atoms) along the principal eigenvector
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crystal structures have shown that the helix following loop 140–146 becomes ex-

tended upon bio-5’-AMP binding [159, 179]. Examining this helical segment here

we see that, while the helical extension is observed for holoBirAwt and BirAM211A,

it is absent in BirAP143A and BirAP143A/M211A (Figure 4.8B). As with apoBirAwt,

this loss of helicity is associated with the loss of pairwise interactions found in the

140–146 loop (Figures 4.7B & C).

Simulation results also indicate that alanine substitutions in the ligand bind-

ing or dimerization surfaces are capable of altering the dynamics of the 140–146

and 193–199 loops. Principal component analysis of the motions of these interfacial

loops indicate that approximately 60% of the motion of these loops is captured by

the first principal component, illustrated in Figure 4.8C. The motions are primarily

directed such that the loops, folded against each other in the median holoBirAwt

structure, oscillate towards and away from each other during the simulation. This

motion is minor for holoBirAwt and BirAM211A, as indicated by the root-mean square

fluctuations along the principal axis (Figure 4.8D). Motion increases significantly for

the BirAP143A and BirAP143A/M211A variants. It is also interesting to note that, mo-

tion in the BirAP143A/M211A variant is decreased relative to BirAP143A. In BirAP143A,

the loops oscillate between closed (loops folded against each other) and open (loops

not interacting) conformations, leading to frequent large motions of the loops. In

BirAP143A/M211A the loops remain separated, rarely interacting, which contributes

to the decreased overall motion of the loops.

While we do not capture changes in the dimerization surface of BirAM211A, we

do capture changes in the structure of the BBL, shown in the RMSD time series for
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the M211A variant, which varies significantly from the time series for holoBirAwt

and the other variants (Figure 4.9A). The BBL is known to play a role in dimer-

ization [185], and the median structure we observe for BirAM211A differs from that

of holoBirAwt(Figure 4.9C). Thus it is possible that the M211A substitution alone

alters dimerization in ways that we cannot directly characterize using simulations

of monomeric BirA. The magnitude of the changes in RMSD can be put into con-

text by comparing to the RMSD of the central domain of BirA (residues 80–115,

127–139, 147–192, 200–210, and 224–269) for each variant, shown in Figure 4.9B.

The RMSD values of the central domain range from approximately 0.7 to 1.1 Å,

with all variants being structurally similar. The R213A substitution is used here

as a control, as it is on the ABL in close proximity to M211, but its substitution

affects neither ligand binding affinity nor dimerization [181]. We observe an RMSD

for the BBL of the BirAR213A variant closer to that of holoBirAwt than the M211A

variant. Packing of the adenylate binding loop in simulations of holoBirA variants

was analyzed by examining the RMSD time series (Figure 4.9D). While we observe

an RMSD for BirAR213A similar to that of holoBirAwt, BirAM211A exhibits a large

RMSD, approaching 8Å. However, we note that addition of P143A, to the BirAM211A

variant results in an RMSD for the ABL similar to that of holoBirAwt.

4.4.2.3 Altered solvation and hydrophobic packing

Hydrophobicity is known to play a large role in binding of bio-5’-AMP by BirA,

with a network of hydrophobic residues in the ABL and BBL clustering around the
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Figure 4.9: A) RMSD time series for BBL residues 116–124 (C, CA,
and N atoms). B) RMSD time series for C, CA, and N atoms of the
central domain (residues 80–115, 127–139, 147–192, 200–210, and 224–
269) C) Overlay of the BBL after alignment of the central domain for
median structures of holoBirAwt and BirAM211A. D) RMSD time series
for C, CA, and N atoms of the ABL (residues 211–223). All values were
smoothed using a sliding average with a 0.5 ns window.
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Figure 4.10: Distribution of water contacts for variants of holoBirA. Con-
tacts with A) residues in the dimer interface (residues 140–146 and 193–
199), B) residues in the BBL (residues 116 to 124) and ABL (residues
211–222), and C) hydrophobic sidechains in the ligand binding pocket
(residues W123, F124, M211, V214, V218, V219, and W223)

ligand in holoBirAwt [182]. We have investigated the changes in solvation of the

interfacial and ligand binding loops of BirA in response to the alanine substitutions

by counting. Water contacts for the dimer interface of BirA, shown in Figure 4.10A,

are similar for holoBirAwt and holoBirAM211A. Some increase in solvation is ob-

served for the P143A variant which, as indicated by the RMSF of the interfacial

loops, exhibits increased flexibility of the interfacial loops. The flexibility of the

dimer interface loops in BirAP143A leads to a broad distribution of water contacts

for the variant. Addition of the M211A substitution to BirAP143A increases solvation

further, with 25% more water contacts than holoBirAwt. This is consistent with the
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lack of interactions between the dimer interface loops observed for BirAP143A/M211A.

Examining water contacts in the ABL and BBL (Figure 4.10B), we observe

some (16%) increase in solvation for BirAM211A relative to holoBirAwt, which might

be expected given the involvement of M211 in the hydrophobic clusters surround-

ing the bio-5’-AMP binding site. We observe a reduction in solvation of the ligand

binding residues upon addition of the P143A substitution to BirAM211A. The impact

of the alanine substitution at M211 is clearer when comparing solvation of the hy-

drophobic sidechains involved in ligand binding, shown in Figure 4.10C. We observe

a nearly 75% increase in water contacts for these hydrophobic residues relative to

holoBirAwt, revealing the drastic changes in hydrophobic packing which occur with

the M211 alanine substitution. We observe a shift in solvation of similar proportions

for both the BBL (Figure 4.11A) and the ABL (Figure 4.11B), though total water

contacts with hydrophobic sidechains in the BBL is lower as there are fewer hy-

drophobic sidechains than in the ABL. This shift in water contacts is even observed

for the ligand (Figure 4.11C). It is interesting to note that this increase in water

contacts gives the ligand bound BirAM211A a similar level of solvation as found in

apoBirAwt (Figure 4.4). Addition of the alanine substitution at P143 nearly brings

solvation of the hydrophobic sidechains down to the level of holoBirAwt, indicating

a significant improvement in hydrophobic packing, illustrating the large effect the

coupling between these residues can have on the disorder to order transition found

in the ligand binding region.
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Figure 4.11: Distribution of water contacts for variants of holoBirA.
Contacts with A) hydrophobic sidechains in the BBL (W123 and F124),
B) hydrophobic sidechains in the ABL (M211, V214, V218, V219, and
W223), and C) the ligand
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Figure 4.12: A) Structure of BirAwt monomer (PDB entry 2EWN [159])
highlighting residues modified in “superrepressor” variants, G154 (red),
M310 (blue), P143T (yellow), and Y178C (orange). Ligand highlighted
in purple, dimer interface loops in blue, ligand binding loops in green.
B) Dimer interfacial region of BirAwt dimer (PDB entry 2EWN [159]),
with same residues and loops colored. Chain A, shown in surface repre-
sentation, is in a similar orientation to the monomer shown in A.

4.4.3 Shifts in residue contacts and solvation in BirA superrepressors

Single amino acid substitution variants of BirA which exhibit repression of

biotin synthesis at lower concentration than BirAwt have been identified by a com-

bination of in vivo genetic screens followed by in vitro measurement of DNA bind-

ing affinity [186]. We have investigated by MD simulations the molecular level

changes in structure and solvation which occur in four of these variants, BirAG154D,

BirAM310L, BirAP143T, and BirAY178C (Figure 4.12A). BirA binds to the biotin

operator in dimer form, with dimerization made favorable by binding to its product

bio-5’-AMP. Thus repression of biotin synthesis would be increased by improved

binding of BirA to DNA, improved favorability of dimerization, or enhanced affinity

95



for biotin. As measurements of BioO affinity for DNA in a wide range of holoBirA

variants exhibited little change relative to holoBirAwt [187], DNA binding affinity

is not expected to be the cause of enhanced repression. Biotin binding affinities for

these BirA “superrepressor” variants, measured by isothermal titration calorimetry,

have been determined by our experimental collaborators and indicate no change

in binding affinity, indicating that changes in biotin binding are not responsible

for the altered repression [188]. All but one of the variants, however, exhibited

dimerization free energies more favorable than holoBirAwt, as determined by sed-

imentation equilibrium [188]. The strongest enhancement of dimerization was ob-

served for BirAG154D [188], which also had the greatest effect on repression of biotin

synthesis [186]. BirAM310L and BirAP143T variants also had lower dimerization free

energies, while BirAY178C demonstrated a sharp increase in Gibbs free energy of

dimerization [188]. Two of the residues which we examine here, G154 and Y178, are

distant from dimer interface, shown in Figure 4.12. Residue M310 is near the dimer

interface, but does not directly participate, and P143 is on the interior of dimer

interface loop 140–146. The BirAP143T variant is particularly interesting, as we have

already noted that an alanine substitution at this position impairs dimerization.

4.4.3.1 Structure of the dimer interface

Simulations of each ligand bound superrepressor variant were performed in

the same manner as the alanine substitution variants. We investigate the effects of

the substitutions on interactions within the dimer interface by comparing difference
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energy maps for the dimerization surface, shown in Figure 4.13, along with corre-

sponding structural representations of these interactions. Three of the variants,

BirAG154D, BirAP143T, and BirAY178C, exhibited very similar interaction energies to

holoBirAwt. Interestingly, all three of these variants had decreased interactions for

residue R138 with residues D197, and Q200. These interactions were increased rel-

ative to holoBirAwt for the alanine substition variants which impaired dimerization.

While BirAY178C exhibits decreased dimerization free energy [188], we do not see

any changes that would explain this in the dimer interface loops, with interactions

appearing very similar to the P143T variant which enhances dimerization. Large

shifts in interactions are observed for BirAM310L (Figure 4.14), with changes that

at first glance appear very similar to those found in BirAP143A/M211A (Figure 4.7C).

Both variants have decreased interactions within the 140–146 loop, particularly for

the 1–4 interactions of 142–144, where we would expect the helical extension found

in BirAwt. However, while interactions between the 140–146 and 193–199 loops

are largely absent in BirAP143A/M211A, some of these interactions are strengthened

relative to BirAwt for the M310L variant.

Structural changes in the dimer interface are further investigated by examin-

ing changes in the helical extension at residues 142–145 (Figure 4.15). While the

BirAG154D, BirAP143T, and BirAY178C variants all exhibit an extension of the helix

comparable to that observed in holoBirAwt, the helical extension does not occur

in BirAM310L (Figure 4.15A). However, while BirAM310L does exhibit an enhance-

ment of the helicity relative to wt for residue 147–150, similar to that observed for

BirAP143A and BirAP143A/M211A, it does not sample the same open conformation seen
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Figure 4.13: Difference average interaction energy maps (right panels)
and corresponding structures (left panels) for residue pairs in the dimer-
ization surfaces of A) and B) holoBirAG154D, C) and D) holoBirAP143T,
and E) and F) holoBirAY178C. Median structure for each variant used,
with rods representing corresponding differences in pairwise interaction
energy, where the magnitude of that difference exceeds 5 kJ/mol. Blue
rods represent interactions stronger in the variant, red weaker interac-
tions. Thickness of the rod correlates with magnitude of the difference.
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Figure 4.14: Difference average interaction energy maps (A) and cor-
responding structure (B) for residue pairs in the dimerization surfaces
holoBirAM310L. Median structure used, with rods representing corre-
sponding differences in pairwise interaction energy, where the magnitude
of that difference exceeds 5 kJ/mol. Blue rods represent interactions
stronger in the M310L, red weaker interactions. Thickness of the rod
correlates with magnitude of the difference.

Figure 4.15: Changes in structure of BirA dimerization loops for su-
perrepressor variants. A) Per-residue average RMSD from an ideal he-
lix for residues 140–152. error bars represent 95% confidence intervals.
B) Dimerization surface loops 140–146 and 193–199 for holoBirAwt and
holoBirAM310L.

99



in the variants which impaired dimerization. Instead the 193–199 loop folds closer

to the 140–146 loop(Figure 4.15B), explaining the stronger interactions observed be-

tween the loops in Figure 4.13B. This may contribute to the enhanced dimerization

observed for BirAM310L, and indicates that extension of the helix is not necessary

for dimerization, with multiple folds of the loops being acceptable. For the other

variants, it appears that their effects on dimerization may not come from a direct

change of 140–146 and 193–199 interfacial loops.

4.4.3.2 Shifts in electrostatics and solvation

Investigation into structural changes between experimental apo- and holoBirAwt

crystal structures by our collaborators have identified a network of electrostatic

residues which connects the central and C-terminal domains of BirA [188]. Residues

within this network are shown in Figure 4.16. The network observed in simulation

of holoBirAwt is essentially the same as that observed in the experimental struc-

ture [188]. Involvement of residues R118, R119, and R121 from the BBL means

that many connections in the network only form when the BBL becomes struc-

tured upon ligand binding. Our collaborator has also identified connections in this

network that are altered for the simulated BirAG154D, BirAP143T, and BirAY178C

variants [188]. The addition of the charged aspartic acid in the G154 variant alters

many interactions in the network. Comparing BirAY178C, which impairs dimeriza-

tion, and BirAG154D, which enhances it, as well as holoBirAwt, there are several

changes in the electrostatic network. BirAG154D loses the interactions of E313 with
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Figure 4.16: Structure of BirA (PDB entry 2EWN [159]) with residues
participating in an electrostatic network shown in CPK representation
and labeled. Positively charged residues shown in blue, negatively charge
residues in red, and the neutral N270 in gray. Y178, also participating in
the network, shown in orange surface representation, with G154 in red
and bioOH-5’-AMP in purple. Dimer interface loops colored cyan and
ligand binding loops green.
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R121 and R118 which are found in wt, but gains a strong salt bridge with R119,

based on the mean interaction energy found in simulation. BirAY178C loses some

interactions within the central domain, but the interactions of E313 with R121 and

R118 become even stronger than holoBirAwt.

To further explore how the superrepressor variants effect dimerization, we

quantified solvation changes across the protein, focusing on changes in the dimer-

ization surface. Solvation has been shown to play a large role in dimerization of

BirA, as measurements of holoBirA dimerization in D2O improved free energy of

dimerization by -1.5 kcal/mol over dimerization in H2O [189]. To examine changes

in solvation of the dimerization interface, we have calculated the difference in mean

water contacts per residue for each variant relative to holoBirAwt. We have used

these values to color surface and secondary structure representations of the me-

dian structures for each variant, allowing us to compare solvation throughout the

dimerization surface and C-terminal domain (Figure 4.17) The introduction of the

charge G154D substitution between the C-terminal and central domains results in

a large increase in solvation in the residues at the surface of the cleft in which

the interfacial 140–146 and 193–199 loops of the second chain dock during dimer-

ization (Figure 4.17A and B). The increase in solvation centers around the strong

E313–R119 interaction in BirAG154D. This shift in solvation and increased opening

between the C-terminal and central domains may facilitate docking of the many

charged residues which make up the interfacial loops, allowing them to remain sol-

vated in the dimer. By contrast, while there is some increased solvation deep in

the dimer interface of BirAY178C, there is slightly decreased solvation around the
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Figure 4.17: Surface (on left) and cartoon (on right) plots of (A and
B) holoBirAG154D, (C and D) holoBirAM310L, (E and F) holoBirAP143T,
and (G and H) holoBirAY178C. Residues are colored by their difference
in mean number of water contacts compared to holoBirAwt, with blue
indicating higher solvation than wt and red lower solvation. Scale of
colors is set such that a decrease of 4 water contacts is full red, no
change in solvation is white, and an increase of 4 water contacts is full
blue. Modified residues shown in gray for cartoon plots.
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resdues with bridge the BBL and C-terminal domain and (Figure 4.17G and H),

likely due to the stronger interactions observed in the electrostatic network there.

This tightening of the interactions between the C-terminal and central domains

may contribute to the decreased dimerization free energy observed experimentally

for this variant [188]. A number of changes are observed for the BirAM310L variant,

with drying observed both locally around the substitution and between the dimer

interface loops (Figure 4.17C and D). The drying observed between the interfacial

loops agrees well with the observed tightening of the loop conformation. BirAP143T

exhibits solvation more similar to holo, though it too has increased solvation around

the E313–R119 interaction, similar to that observed for BirAG154D, though smaller

in magnitude (Figure 4.17. These observed changes in solvation in the dimerization

interface which accompany the changes in dimerization free energy are consistent

with the role desolvation of the interface is known to play in forming the dimer [189].

4.5 Conclusion

We have shown here that simulations can provide valuable insight into the

structural and dynamic changes which occur in proteins in response to mutation of

key residues. We observed excellent agreement between apo- and holoBirAwt sim-

ulations and experimental results [159, 165, 179], capturing disorder and increased

solvation in the ligand binding loops (Figure 4.4), particularly for key hydrophobic

residues which cluster around the ligand [182]. The strong consistency with ex-

perimental results validates the computational approach to investigating changes in
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structure and solvation.

Simulations of single and double alanine substitions reveal structural changes

in the dimer interface for the BirAP143A variant which are amplified when combined

with the distant M211A substitution(Figures 4.7 and 4.8), consistent with experi-

mentally determined dimerization free energies [181, 182, 184]. That we are unable

to directly capture changes in the BirAM211A could indicate that the changes which

occur with the single alanine substitution at M211 happen beyond the time scale we

study here, or that the substitution does not directly alter the dimerization interface

and are not manifested when simulating a single monomer. Along with the coupling

of disorder in the dimer interface to the M211 alanine substitution in the ABL,

we observe a recovery of structure in the ABL coupled to the P143A substitution

in the dimer interface(Figure 4.9, as indicated by experimental results [184]. Thus

it is clear, both by experiment and simulation, that coupling of the dimerization

and ligand binding surfaces is bidirectional in BirA. This coupling is also reflected

in solvation of the dimer interface (Figure 4.10A) and ligand binding loops (Fig-

ure 4.10B). The drastic change in solvation observed in BirAM211A, along with the

resulting loss of interactions between F124 and the ABL are consistent with the cou-

pling in bio-5’-AMP binding between these residues observed experimentally [182],

and emphasize the importance hydrophobic packing can play in disorder to order

transitions.

Structural changes observed in simulations of BirA variants which exhibit in-

creased repression of biotin synthesis do not appear to impact dimerization through

a single pathway, instead similar changes in dimerization free energy involve very
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different changes in structure in solvation. The BirAM310L reduces free energy of

dimerization [188], yet adopts a conformation for the 140–146 loop of the dimer in-

terface more similar to BirAP143A/M211A than holoBirAwt (Figure 4.15). In contrast

to the BirAP143A/M211A variant, however, BirAM310L exhibits strong interactions be-

tween the 140–146 and 193–199 interfacial loops, indicating that packing of the loops

can occur in multiple ways. We also observe changes in solvation and structure of the

C-terminal domain which are in agreement with the role experimental results have

indicated it plays in allosteric communication within BirA [181,184,188]. Introduc-

tion of the G154D substitution, which had both the strongest effect on repression

of BioO and enhancement of dimerization free energy [186,188], causes a rearrange-

ment of the electrostatic network linking the C-terminal and central domains as well

as an increase in solvation of the BirA dimerization surface between the domains

(Figure 4.17A and B). Similarly, changes in solvation and salt bridges appear to

play a role in the negative impact the M310L substitution has on dimerization free

energy (Figure 4.17G and H). It is clear that communication within BirA, like other

allosteric proteins [190,191], involves many possible pathways. While we cannot pro-

vide a complete explanation for how each mutation impacts the function of BirA,

our results indicate that computational studies can be a valuable tool in combination

with experiment for building a better understanding of allosteric communication.
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Chapter 5: Thesis Summary

The overall goal of this work was to develop and use computational models to

investigate the role of solvation and hydrophobicity in a) aggregation of surfactant

into micelles, b) protein folding, and c) protein allostery.

The development of a coarse-grained model for surfactant and its application

to micellization was described in Chapter 2. Our model is able to accurately capture

interactions of the surfactant with water without an explicit electrostatic potential,

significantly reducing the computational requirements of the model. This allows

the model to capture both micelle formation and breakdown. We use the model to

examine micelle destabilization, with a focus on low temperature destabilization of

the micelle. We observe changes in both the overall structure of the micelle and

the structure of surfactants within the micelle which cause an increase in water

density within the micelle at low temperatures. Decreased contacts between the

head and tail groups of surfactants leaving the micelle and tail groups within the

micelle accompany the changes in structure at low temperature, making it easier for

surfactants to break contact with the micelle. In addition to changes in accessible

conformations for surfactants at low temperature, the destabilization of micelles at

low temperature is driven by a downward shift in the enthalpy of solvation water
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for monomer surfactant at low temperature. Effectively, what we see is a reduction

of the hydrophobic effect at low temperatures, as is observed in cold unfolding of

proteins [83, 84,192].

In Chapter 3, the coarse-grained model described in Chapter 2 was modified for

application to proteins. We then used the model to examine the folding of a designed

helical bundle, characterizing the conformational landscape of the sequence. Our

model was able to capture ab initio helical folding, and revealed two competing states

in the folding landscape of the bundle. The helical flipping observed in our designed

sequence is driven by a balance between hydrophobic packing and overall solvation

of the protein, and occurs due to suboptimal packing of hydrophobic residues in the

helix core. This designed instability in the protein core could be used as a tool to

build proteins with enhanced flexibility as needed for function.

The role of hydrophobic packing and intramolecular contacts in allostery for

the E. coli protein BirA was studied in Chapter 4. We used all-atom simulations

of BirA to examine the structural changes in BirA mutants identified by our ex-

perimental collaborators as being relevant to allostery in BirA. Simulations showed

strong agreement with experimental results, capturing structural changes at both

the dimer interface and ligand binding surfaces in response to distant mutations.

For single and double alanine substitutions which impair dimerization, we observed

a decrease in contacts between two loops in the dimer interface, while a substitu-

tion which enhanced dimerization caused an increase in contact between these same

loops. Accompanying these changes in contacts is a shift in the solvation of the

dimer interface loops, with mutations which impair dimerization exhibiting an in-
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crease in solvation of the dimer interface. Variants involving distant residues which

enhance or impair dimerization trigger large series of changes in intramolecular con-

tacts and shifts in solvation of the dimerization interface. Overall it appears there

are many overlapping pathways by which the ligand binding and dimerization of

BirA can be affected.

Combined, the work we have presented here emphasizes the importance of

solvation to many critical biological processes, in which the hydrophobic effect is

often used to drive the formation of structures. For nonionic micelles, the increased

favorability of hydrophobic solvation at low temperatures leads to destabilization.

Similarly, poor hydrophobic packing in the ligand binding pocket of BirA, whether

caused by the absence of ligand or the substitution of a large hydrophobic residue,

can cause disorder in the ligand binding loops and a loss of functionality. In folding

of our designed helical sequence, poor hydrophobic packing gives rise to competing

folding states which vary in solvation. States which result in an increase in solvation

can be useful for functionalilty, as we observe for BirAG154D, where an increase in

solvation between the C-domain and central domains of the protein, may improve

the accessibilty of the binding site for the dimer interfacial loops. We hope that the

insights we have provided here on the effects of solvation in folding, aggregation and

allostery prove useful for the design and use of protein and surfactant systems in

the future.

109



5.0.1 Future Work

In the future, we plan to use the CG surfactant model described here to char-

acterize the effects of pressure on preformed micelles. Increased pressure is expected

to destabilize micelles in a manner similar to low temperature. We will also be ex-

panding the existing model to accomodate charged surfactants. The CG protein

model will be expanded to allow formation of sheets, allowing us to characterize the

energy landscape of additional protein folds. We also plan to extend our represen-

tation of the sidechain beyond the single bead used here, improving the accuracy

of our model and allowing us to study more realistic sequences. In our work on

allosteric communication within BirA, we are also currently working on using sim-

ulations to map potential communication networks through BirA. We also plan to

examine additional variants of BirA, including variants involving the electrostatic

network connecting the C-domain and central domains.
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mediated by solvation: water expulsion and formation of the hydrophobic core
occur after the structural collapse. Proc. Natl. Acad. Sci. U.S.A., 99(2):685–
690, Jan 2002.

[102] Hugh Savage and Alexander Wlodawer. Determination of water structure
around biomolecules using x-ray and neutron diffraction methods. Methods
Enzymol., 127:162–183, 1986.

[103] Gottfried Otting, Edvards Liepinsh, and Kurt Wuthrich. Protein hydration
in aqueous solution. Science, 254(5034):974–980, Nov 15 1991.

[104] Samir Kumar Pal, Jorge Peon, and Ahmed H. Zewail. Biological water at
the protein surface: Dynamical solvation probed directly with femtosecond
resolution. Proc. Natl. Acad. Sci. U.S.A., 99(4):1763–1768, 2002.

[105] Garegin A. Papoian, Johan Ulander, Michael P. Eastwood, Zaida Luthey-
Schulten, and Peter G. Wolynes. Water in protein structure prediction. Proc.
Natl. Acad. Sci. U.S.A., 101(10):3352–3357, 2004.

[106] Jos Nelson Onuchic and Peter G Wolynes. Theory of protein folding. Curr.
Opin. Struc. Biol., 14(1):70–75, 2004.

[107] Lu Yang, Jonathan S. Dordick, and Shekhar Garde. Hydration of enzyme
in nonaqueous media is consistent with solvent dependence of its activity.
Biophys. J., 87(2):812–821, 2004.

119



[108] David M. Huang and David Chandler. Temperature and length scale depen-
dence of hydrophobic effects and their possible implications for protein folding.
Proc. Natl. Acad. Sci. U.S.A., 97(15):8324–8327, 2000.

[109] Fabio Sterpone, Guillaume Stirnemann, James T. Hynes, and Damien Laage.
Water hydrogen-bond dynamics around amino acids: The key role of hy-
drophilic hydrogen-bond acceptor groups. J. Phys. Chem. B, 114(5):2083–
2089, 2010.

[110] Ruhong Zhou, Xuhui Huang, Claudio J. Margulis, and Bruce J. Berne. Hy-
drophobic collapse in multidomain protein folding. Science, 305(5690):1605–
1609, 2004.

[111] D. Thirumalai, Govardhan Reddy, and John E. Straub. Role of water in pro-
tein aggregation and amyloid polymorphism. Accounts Chem. Res., 45(1):83–
92, 2012.

[112] Alexander N. Drozdov, Alan Grossfield, and Rohit V. Pappu. Role of solvent
in determining conformational preferences of alanine dipeptide in water. J.
Am. Chem. Soc., 126(8):2574–2581, 2004.

[113] Jayendran C. Rasaiah, Shekhar Garde, and Gerhard Hummer. Water in non-
polar confinement: From nanotubes to proteins and beyond. Annu. Rev. Phys.
Chem., 59(1):713–740, 2008.

[114] Jan Kubelka, James Hofrichter, and William A Eaton. The protein folding
’speed limit’. Curr Opin Struct Biol, 14(1):76–88, Feb 2004.

[115] I Bahar and Robert L Jernigan. Inter-residue potentials in globular proteins
and the dominance of highly specific hydrophilic interactions at close separa-
tion. J. Mol. Biol., 266(1):195–214, 1997.

[116] Luca Monticelli, Senthil K Kandasamy, Xavier Periole, Ronald G Larson,
D. Peter Tieleman, and Siewert-Jan Marrink. The martini coarse-grained
force field: Extension to proteins. J Chem Theory Comput, 4(5):819–834,
May 2008.

[117] Amy Y Shih, Anton Arkhipov, Peter L Freddolino, and Klaus Schulten. Coarse
grained protein- lipid model with application to lipoprotein particles. J. Phys.
Chem. B, 110(8):3674–3684, 2006.

[118] Arnab Mukherjee and Biman Bagchi. Contact pair dynamics during folding
of two small proteins: Chicken villin head piece and the alzheimer protein
β-amyloid. J. Chem. Phys., 120(3):1602–1612, 2004.

[119] Sai J Ganesan, Hongcheng Xu, and Silvina Matysiak. Effect of lipid head
group interactions on membrane properties and membrane-induced cationic
β-hairpin folding. Phys. Chem. Chem. Phys., 18(27):17836–17850, 2016.

120



[120] Sai J. Ganesan and S. Matysiak. Role of backbone dipole interactions in the
formation of secondary and supersecondary structures of proteins. J. Chem.
Theory Comput., 10(6):2569–2576, Jun 2014.

[121] Daniel L Ensign, Peter M Kasson, and Vijay S Pande. Heterogeneity even
at the speed limit of folding: large-scale molecular dynamics study of a fast-
folding variant of the villin headpiece. J Mol Biol, 374(3):806–816, Nov 2007.

[122] Peter L. Freddolino and Klaus Schulten. Common structural transitions
in explicit-solvent simulations of villin headpiece folding. Biophys. J.,
97(8):2338–2347, 2009.

[123] E. M. Boczko and C. L. Brooks, III. First-principles calculation of the folding
free energy of a three-helix bundle protein. Science, 269(5222):393–396, Jul
1995.
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