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The thesis dedls with the design of an intelligent sensor network for protecting
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experience of gpplying object-oriented modding, andyss and design methodology to
area-world complex system represented by an intelligent sensor network for a
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the nodes, the design of the sensor network, and the capabilities for remote data
access and management. A forma modd is proposed for the architecture, and the
behavior diagrams explain the dynamic nature of the system. The static and dynamic
diagrams together vaidate and verify the sysem. Agent UML is discussed to model

evacuation of aroom. This thesis discusses some extensons to UML for agent-based
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Chapter 1. Problem Statement and an I ntroduction to UML

1.1 Modeling an I ntelligent Sensor Network for a building

Intelligent sensor networks for buildings protect the building from intruson and terror
attacks. The intelligent sensor network will monitor the premises and protect it
againg any untoward incident. The solution proposed is modular with key areas
identified as the premise itsdlf, the centrd unit overseeing the system, the sensors and
the network. A heterogeneous sensor network is envisioned that would sense and
monitor the environment. Keegping alow fault rate this network would use wireless
communications to detect any untoward incident. A time efficient access sysem is
required to screen entry into the premise and work in conjunction with a hierarchical
Security system preventing ingress a any point without vaidation of credentids. A
tiered approach to the problem with in-built redundancy is desired. Also contingency
plansin the event of an attack should be provided. The design should be scalable and

take into account budget congtraints.

1.2 Scope and Objectives

The solution isformulated at alevel of abstraction and proposes architectures that can
meet the requirements. This project was done for Battelle; who would be using their
proprietary protocols and pre-decided sensors to congtitute their systems. Thisthesis
lays out aframework and an architecture design that can be used to develop the

system.



The thesis drafts adesign for an intelligent sensor network that will serve to protect
the premises from a chemical, biologica or intruder attack. UML is used to draft out
the design envisoned for this sysem. Starting with gathering user requirements using
Use Cases (Chapter 2), the system goes on to establish requirements for the system
(Chapter 3). These requirements have corresponding validation scenarios that provide
acheck-ligt to ensure dl the requirements are met. Tests, Smulations etc are dso
documented as a means of testing if the requirements are truly met. The class
diagrams (Chapter 4) proposes various architectures for the components of the
system. With the Interaction and Behavior diagrams the dynamic behavior of the
system is put in place. Sensor fusion is explained in the next section as a collaborative
means of consolidating information regarding a particular measurement. Agent UML
isdiscussed to modd behavior that can not be captured usng UML, this primarily
comprises of objects regjecting messages received and acting on their own will. Thisis
used to mode behavior of people when they are evacuating. The last chapter dedls
with two tradeoff studies. Thefirst study provides a deployment strategy for sensors
keeping in mind the codt, detection probability and fault rates. The other tradeoff
study uses queuing models to minimize time taken to clear employeeswhile

conddering cost and reliability.

The thessams a laying down guidelines and recommendation for sysem
architecture and behavior. The task is multi-disciplinary and involves liaison between
different departments a a company to achieve arobugt, effective solution to the

problem of unauthorized access and threat from chemica and biologica agents.



UML diagrams have been used in the proposed solution and the thess sarts with an

introduction to UML.

1. 3UML

A Modd is an abstract representation of a specification, adesign or asystem from a
particular point of view. It is often represented visualy by one or more diagrams. It
ams a expressing the abgiracts without going into the details. Moddling is an
essentid part of large software projects, and hepful to medium and even small
projects aswell. A modd plays the andogous role in software devel opment that
blueprints and other plans (site maps, devations, physica models) play in the
building of a skyscraper. Using amodel, those responsible for a software
development project's success can assure themsdves that business functiondity is
complete and correct, end-user needs are met, and program design supports
requirements for scalability, robustness, security, extendibility, and other
characteristics, before implementation in code renders changes difficult and

expensive to make.

A modding language isaway of expressng the various models produced during the
development process. A modding language defines a collection of model eements. A

modeling language is usudly diagrammatic but could be text based. It has:

Syntax- in diagram based modeling language, the rules that determine which
diagams are legd

Semantics- the rules that determine what alegd diagram means



The UML is"alanguage for specifying, visudizing and condructing the artifacts of
software systems . . ." [Booch97]. UML is not a methodology. Any method can be
used to gather software artifacts that are represented in UML as long as the meaning

of those artifacts comply with the definition in the used notation.

UML isagrgphicd language for { Visudizing, specifying, congdtructing,
documenting} the artifacts for a software intensive system. It has become the de-facto
standard for object oriented software modeling. UML alows the modeling of

different aspects of systems at different levels of aostraction.

The OMG's Unified Modding Language™ (UML ™) helps you specify, visudize,
and document models of software systems, including their structure and design, ina
way that meets dl of these requirements. [1]

Views

vocabulary System asscmbly
functionality configuration management

Design view Implementation view

Use Case
view

Behavior

Process view Deployment view

performance Syatem topology
scalahility distribution
throughput delivery

installation

Figurel Views



Any development process aims to produce an implemented system. Thisis a program
or collection of programs which work in an gppropriate environment to fulfill user
needs. The design and the architecture embody the important decision about how the
system is built, abstracting away from many details. There are different viewsto a

system such as

> logicd view: Modeed to check if functiond requirements are met

» processview: to insure that non functiond requirements such as performance
and availability are met.

» development view: issues such as team assgnments and reuse are dedlt with
for better management of the project

» physicd view: running and execution

The following figure further pictorialy expresses the essence of the different views

adapted. [2]
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Figure 2 Views Explained
UML's twelve standard diagram types.

UML defines twelve types of diagrams, divided into three categories:
Four diagram types represent static gpplication structure; five represent different
aspects of dynamic behavior;and three represent ways you can organize and manage

your application modules.

Structurd Diagrams include the Class Diagram, Object Diagram, Component
Diagram, and Deployment Diagram. These, static models describe the €lements of

the system and their rdaionship.

Behavior Diagrams include the Use Case Diagram (used by some methodologies

during requirements gathering); Sequence Diagram, Activity Diagram, Collaboration



Diagram, and Statechart Diagram. Used to represent the dynamic modd that

describes the behavior of the system over time.

SR

Diagrams

<

R [

ClassiSet of classes, interfaces and collaborations and their relationships)

Object (Set of objects and their relationships. Represent static snapshots of the
things founad in class diagrams)

LIse Case (St of use cases and actors {a :-il'u..‘l.‘.i:-1| kimd of a classp and their relationships)

Sequence | [mteraction consisting of'a set of Objects amd their relationships, ineluding
; 3y 5 Vg O i P % 1oyt o AT a el 5 3 G
Collaboration 11 messagas 1h.=!l iy be |.1|.x.p=11|.]m.1 among them. QL.LJJ.!\.”LTL lime
ordering of messages & Collaboration=siructural organization
Statechart (state machine. consist g of states, ransitions, events and activities)

Activity | diagram in which all or most of the states are activity states and all or most
of the transilions are triggered by completion of activities in the source stale )
Component (Drganizations and dependencies among a sel of components)

Dreployment (Configuration of run-time processing nodes, and the components that
live on them)

Views of Static L'Ill‘.‘:-i‘,__'ﬂg Static use case I}}'n;nniu
the System B Static implementation  E=4 Siatic deployment

Figure3 UML Diagrams

UML unites and formalizes the methods of many approaches to the object oriented

software lifecycle, including Booch, Rumbagh, Jacobson and Oddll




Chapter 2: Capturing System Functionality

2.1 Introduction to Use Cases

Use Case andysisis one of thefirgt and primary means of gathering requirementsin
the behaviord methodology. Use Cases are a critical technique in developing an
gpplication. Use cases are a sandard technique for gathering requirementsin many
modern software development methodol ogies. Within the UML Use Cases are used
primarily to capture the high level user-functiona requirements of a system. Neither
can Use Cases be effectively used to capture non-functiona requirements nor can
they be used to capture "internd™ functiond requirements. Primarily because Use
Casss are an informa and imprecise modeling technique. Secondly because the other
use that is made of Use Casesisto define the fundamental structure of the

goplication

2.1.1 Defining Use Cases

The very first question to be answered then iswhy do we develop the Use Case modd
- what Use Cases are and dso - very importantly - what they are not.

The Use Case mode is about describing “what” our syssem will do a ahigh-leve

and with a user focus for the purpose of scoping the project and giving the application
some structure. The Use Cases are the unit of estimation and aso the smallest unit of
delivery. Each increment that is planned and delivered is described in terms of the

Use Casss that will be ddivered in that increment.



Use Cases are not afunctiona decomposition moded. Use Cases are not intended to
capture dl of the system requirements. Use Cases do not capture’how” the system
will do anything - nor do they capture anything the actor does that does not involve
the system. Alll of these things are better modeled using other modding techniques
that were developed for those purposes.
» The Object Modd to capture the static structure of the system and the
composition of the classes.
» Object Sequence Diagrams and State Trangition Diagramsto capture the
detailed dynamic behavior of the system - the how.
Use Cases are not an inherently object-oriented modeling technique.

Use casesin UML are defined in various but smilar ways within the literature. [3]

"A use caseis a narrative document that describes the sequence of events of an actor

(an external agent) using a system to complete a process."[ Jacobson92)

"They are stories or cases of using a system. Use cases are not exactly requirements
or functiona specifications, but they illugtrate and imply requirementsin the stories

they tell."[Larman9g]

"...domain processes can be expressed in use cases — narrative descriptions of domain

processes in a structure prose format."[Larman9g]



"A description of set of sequences of actions, including variants, that a system
performs that yield an observable result of value to an actor."[Booch99]

"Y ou apply use cases to capture the intended behavior of the system you are

deve oping, without having to specify how that behavior isimplemented. Use cases
provide away for your developers to come to a common understanding with your
system's end users and domain experts. In addition, use cases serve to help vaidate
your architecture and to verify your sysemasit evolves during

development.”[BoochQ9]

2.1.2 Types of Use Cases

There are two types of use cases.

» Essentid Use Case [Congtantine97] :and the other type,

» Red Use Case [Larman9g].
These use case types are defined below:
"Essential Use Cases. . . are expressed in an ided form that remains rlatively free of
technology and implementation detail; design decisions are deferred and abstracted,
especidly those related to the user interface." [ LarmanQ8]
“Real Use Case concretely describes the process in terms of itsredl current design,
committed to specific input and output technologies, and so on. When a user interface
isinvolved, they often show screen shots and discussinteraction with the
widgets."[Larman98]
Essentid use cases are of primary importance early in aproject’sandyss. Their
purpose is to document the business process that the system must support without

bias to technology. Later, during project design, red use cases become important
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since they document how a specific set of user interfaces will support the business

process documented in the essential use case.

The benefits of this style of use for use cases are twofold: the business processes are
well documented, and the system requirements are described in terms of the processes
they support. This makes for a close mapping between business process and

requirements. [7]

2.1.3 What isthe objective of use case analysis?
In generd terms, the purpose of use case andysisisto document the business process
that is to be supported by the system under devel opment. However, to effectively
develop a component-based application for that process, use case andyss must have
amuch more specific purpose. Use cases must document the business processto be
supported in such away as to facilitate the identification of operations that support
the business process. Use cases must achieve the following godsin order to be
effective for this stated purpose. [4] [8] [9]
1. Usecasesmust be an Effective Communication Tool
2. Use cases must be scoped to a Specific Business Goal, which meansthey
must identify Business Decisions and Actions.
3. Usecase geps must be identified as Automated or Manual
Effective Communication Tool
Use cases are atool for customers to communicate the business requirements to
software developers. For thisto be an effective tool, the software andyst must be able

to coax the customersto give them the right information. It is possible to perform

11



business analysis by way of use cases and gill not get the information necessary to
build a good software solution; however, if the information does not communicate the
requirements, or if the software devel opers find them impossble to use, then the use

cases have been done improperly.

Use cases are atool for software devel opers to communicate how the system meets
the customer’ s business requirements. The use case documents the business process
that the software solution is designed to support. Software developers must be able to
map the specific features and functiondity of the system to the use case. This

mapping alows devel opers to relate requirements to system functions to prove that
the systern meets the requirements of the system. If the software solution cannot be
effectively mapped to the use case, then the software solution does not meet the

business requirements.

Use cases prove their worth when severa things happen upon completion of the
software solution. Firgt, the customer, upon seeing the use cases again, agrees that the
use cases properly describe the business process to be supported. Second, the
software developers can show exactly how the system explicitly supports that
business process. Third, the customer agrees that the system supports the business
process as expected. Last of al, when areally good job was performed on the use
cases, the customer will state, "1 would like to take these use cases and use them as
our procedure manua. We never have had this process documented so well and it

would redly help to train our gtaff."
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Business Goals, Decisions, and Actions

The use case definition provided above mentions that a use case must accomplish a
business god. This concept is very important to use case development and is
illugrated in the following quotes.

"An important issue |'ve come across with use cases is the difference between what |
cal user gods and system interactions."[Fowler97]

"Both styles of use cases have their applications. System interaction use cases are
better for planning purposes; thinking about user gods isimportant so that you can
condder aternative ways to satisfy the gods. If you rush too quickly toward system
interaction, you will miss out on creative ways to satisfy user goas more effectively
than you might by using the obvious first choice. In each use case it isagood ideato
ask yoursdlf, "why did we do that?' That question usudly leads to a better

understanding of the user god."[Fowler97]

The identification of the business god provides the andys with the invauable ingght
of knowing why each of the stepsisto be performed. This leads to a system that
better supports the business because the analyst can offer dternative solutions and, as

aresult, creates a system that adds more business vaue.

Oncethe god of the use case has been defined, each of the steps, manua and

automated, necessary to achieve that god are documented. While ause caseis

supposed to describe the interactions between an actor (user or other system) and the
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system, it istoo early in the process to distinguish between manud and automated
steps. In addition, the documentation of manua steps forms a complete picture by
which a user can understand exactly where the system supports the business process
and where manua work is required. This documentation of manua steps makes the

use case a more effective communication tool.

The best way to perform use case development for abusiness application is to focus
on identifying business decisons and business actions in the use case steps. All steps
are documented, but it isimportant to understand how each one supports a business
decision or business action that in turn helps accomplish the use case god. This
approach will help to weed out unnecessary steps and it will cause each of the stepsto

have a clear purpose.

Identifying business gods, decisions, and actions is the second objective of use case
development (the first is being an effective communication tool). Focusing on these
items during use case development will greatly enhance the business vaue of the
delivered system. Unfortunately, properly identifying the gods, decisions, and actions

can present a challenge to andydts.

Automated vs. Manual Steps
Each use case sep must be identified as automated or manud. The focus of each step
isto make a business decision or execute a business action. Assgning responsbility

for each business decision and business action to ether the system (automated) or the
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actor (manual) directly impacts the system delivered to support the business process
because the automated steps will result in system operations to make these decisions
or execute these actions.

The system operations will be named according to the decisions or actions for which
they are respongible. Naming operations this way will aid the ability to trace
requirements to the delivered system because the operation name will reflect its

business purpose, which should map to a business requirement.

Use cases are avery useful andysistool. They can be used to define the business
processes and the system requirements that are necessary to support that process,
which leads to a natura mapping between the business processes and the

requirements.

There are different types of use cases that can be used in different Situations. Certain
use cases describe business processes and the system response at ahigh level
(essentia use cases). These use cases can be refined to describe the interaction that
takes place in a particular implementation of a system (redl use cases).

The primary god of use case andyssisto be an effective communication tool that
describes the business processes and assigns responsibility to the steps of the process
to elther the system (an automated step) or to an actor that is outsde of the system (a

manua sep).
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Use cases document the behavior of the system from a User’ s point of view.
Anything externd to the system and that interacts with it quaifiesasauser in this
context. Use case modeling helps with the following three important aspects.

» Capturing requirements

> Panning Iterations of development

> Vdiddaing sysems

2.2 Hierarchical Use Cases

Since the system analyzed islarge scde a hierarchica approach to designing use
cases has been adopted. Three primary areas have been identified for the system:

» Access conggting of
0 intruder attack,
0 authorized access by employee,
0 vistor access
o enrollment
0 andtalgaing
> Fault consgdting of
0 Patid Fallure,
o Power falure,
» Sensor conggting of
0 Sendng and monitoring
0 Add sensor,

o0 Ddee sensor

16



The figure below shows the system level Use case modd. The use case depicts 3
higher level use cases viz Access, Sensor and Fault. The chief actors are the threatsin
terms of intruders and threets which interact with the system, the staff including the

employees, maintenance and operating saff and the security.

Systom

/-i

UnauthorisedPorss

1

Security

wextendss

Visitor ﬁ

OperatingStaff CE Thraat

MaintenanceStaff

Figure4 System Level Use Case
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2.2.1 Decomposition of higher level Use Cases

Each Use Casein Figure 5 merits a Use Case model asit is a condensation of an
agpect of the system under consideration. The system in itself comprises of the
protected premise which has its own functions and components such as people,
eectricad sysem, plumbing system details of which will be dwelt on in Chapter 4.
Anything externd to the system which would include people, environment, would
ingigate a response on interaction with the systems of the protected premises. These
reactions could be classfied as
1. Normd; comprising of routine activities such as- employee access arisng
from the fact that employees will enter and leave the building every day in
what is classfied as an authorized access; atemporary authorized access by a
legitimate vigitor, checking identification, senang and monitoring by the
sensors, diagnostics checks among others.
2. Abnormd; thesein agood system would arise rdaively infrequently and
comprise of darms, threst detection, faults etc.
Each of the higher level use cases comprise of sub use casesthat are decomposed in

the following sections.

2.3 Use Case Access. Decomposed

The next figure gives an ingght into the level 1 Use case: Access. This use case
captures al concelvable interactions between the access systemn of the building and an
attempt to gain entry. It includes the interaction of intruders; an attempted authorized

entry etc. with the system.
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In either case whether the accessis legitimate or illegitimate the use case VerifylD

gets executed for every access attempted. The objective of the use case VerifylD isto
alow authorized personnel to enter the protected premises while keeping the
intruders out. The execution of thisuse caseisan integra part of any attempt to gain

entry and hence has the include relationship with the other use cases.

Thetallgating use case deds with the case when an authorized accessis followed by
an unauthorized entry before the door closes. Such a scenario can be prevented by a
motion sensor which will detect two entries instead of the authorized one and signd
security. The idea here is one entry for each attempted access. This use case can a0
be extended to ingtal a check into the information system to seeif a person logging
into a computer in the company has passed the proper levels of authorization. This
could include a check to see if the person has gained legitimate entry; if not then

he/she would not be alowed to gain access to the system.

The enrollment process consists of a record that has to be generated between the ID
card number of the employee and the employee name and department. Some
employees are authorized to gain access into the enrollment system. Once this has
been done, the employee swipes his card. The number is captured and the name and
department of the employee is thrown up, when the employee verifies hisinformation
arecord is established in the user account and arandom code is generated. The

employee now hasto enter this code whenever he attempts access.

19



2.3.1 The Access Use Case:

System

Unauthorized Access

Ganerate Alarm

e

Intruder

Figure5 Access Use Case

Figure 6 isapictoria representation of the Access Use Case. Bdlow isa
documentation of the Use case. A standard template [13] has been used throughout to

document use cases.
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Use Case Name
Iteration
Summary:

Basic Cour se of
Events

Alternative paths
Exception path

Extension Points
Trigger
Assumptions
Preconditions
Post conditions

Related Business
Rule

Author

Date

Levedl access- Authorized Access

All employees who need access to the system need to enter an
identification number and swipe a card. If the combination matches
with the one stored access is permitted.

1. Authorized personnd enters building

2. Authorized personnd suppliesinformation for identification
procedure. Use VerifylD to return result.

3. Authorized person is verified

4. Authorized person is alowed access

N/A

1. If in step 2 Employee entersinvaid 1D code

2. Display error message, request id again

3. Returnto step 2

4. Allow procedure to repesat 3 times, then confiscate card and lock
exits, dert security by darm generdion

At point 1 determine if employeeisavigtor switch to use case
Temporary authorized access

Employee requires access
All sensors are operating and there is no fault in the system
The system is operationd

Vdidated user is alowed access

N/A

Rajeshree Varangaonkar

Sep-03

Tablel Authorized Access
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Use Case Name Levell access- Temporary authorized Access

Iteration
All vistors who need access to the system need to confirm their

Summary: io_Ie_ntity with the seq_Jrity who verifies_ i'g with the e_mplo_yee being
visited. Once the vigitor has been verified he/she is assigned
temporary identification.

E\a};(i[gour seof 1. Visitor requests access a gate
2. Credentias identified with authorized employee seeing the visitor.
3. Assgned temporary information to pass the identification process
4. Post condition
5. Vigtor admitted
6. Onleaving vistor surrenders temporary information which is
destroyed

Alternative paths N/A

Exception path

1. If in step 2 vistor entersinvaid 1D code

2. Display error message, request id again

3. Returnto step 2

4. Allow procedure to repeat 3 times, then confiscate card and lock
exits, dert security by darm generation

Extension Points

N/A

Trigger Vigtor requires access

Assumptions All sensors are operating and there is no fault in the system
Preconditions The system is operationa

Post conditions Vdidated user is allowed access

Eﬁlz;ted Business N/A

Author Ra eshree Varangaonkar

Date Sep-03

Table2 Temporary Access
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Use Case Name
Iteration
Summary:

Basic Cour se of
Events

Alternative paths

Exception path
Extension Points
Trigger
Assumptions
Preconditions
Post conditions

Related Business
Rule

Author

Date

Levell access- Unauthorized Access
An unauthorized person tries to gain access and must be apprehended

1. Unauthorized person enters premises

2. Unauthorized person tries to gain access by supplying information.
Check by usng VerifylD

3. Informetion fails verification.

4. Lock exits

5. Alam dert, use Alam Generation to generate darm

6. Security isderted

1. Detector hasfailed and no darm sounds derting of UAP

2. When the UAP tries to enter any door inside the building the
access system can be configured to detect if person has gained
access through proper channdl.

3. If the person hasn't door will be locked and security derted.

N/A

N/A

Unauthorized person triesto gain access

All sensors are operating and there is no fault in the system

The system is operationd

Unauthorized person apprehended.
N/A

Raeshree Varangaonkar

Sep-03

Table3 Unauthorized Access
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Use Case Name
Iteration

Summary:

Basic Cour se of
Events

Alternative paths
Exception path
Extension Points
Trigger
Assumptions
Preconditions
Post conditions

Related Business
Rule

Author

Date

Levell access Tallgaing

An unauthorized person tries to gain access by trying to get in
through the door when an authorized employee enters. When the
authorized employee has been verified and door has opened there

will be asmadl lag before the door closes again during which the
unauthorized person will try to dip in.

1. Authorized employee enters premises

2. Authorized employee suppliesinformation, is verified usng
VerifylD and enters premises

3. When door opens Unauthorized employee triesto get in through
the door too.

4. Detector on door detects two entries of people for one card swipe
5. Exits are locked and Alarm is sounded, using Alarm Generate
6. Security gpprehends UAP

N/A

N/A

N/A

Intruder tries to tailgate

All sensors are operating and there is no fault in the system

The system is operationd

Unauthorized person apprehended.
N/A

Raeshree Varangaonkar

Sep-03

Table4 Tailgating
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Use Case Name
Iteration

Summary:

Basic Cour se of
Events

Alternative paths

Exception path
Extension Points
Trigger

Assumptions

Preconditions

Postconditions

Related Business

Levell Access Enrollment

Employees are enrolled into the database for verification of 1D upon
activation

1. Authorized personnd swipes card and selects enrollment from the
menu.

2. Employee to be enrolled then inserts his card in the dot of the card
reader and the number on card is captured.

3. Employee's name and department recovered from existing
database and displayed

4. Employee verifiesinformation and presses "Enter”

5. System generated akey in ID code to be used by employee when
attempting access

6. Authorized personnd then swipes his own card again and exits
the enrollment mode.

1. Employees record not found on card being swiped

2. Go back to step 1 and restart process

3. If error recurs notify administrator

N/A

N/A

Authorized personnel swipes card and selects enrollment from menu

System operating and there is no fault in the system

The system is operationd, Employees that can carry enrollment have
been authorized to do so

Employeeis enrolled

Rule NIA
Author Rajeshree Varangaonkar
Date Sep-03
Table5 Enrollment
| Use Case Name | Levell_access- Alarm Generation
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Iteration

Summary:

Basic Cour se of
Events

Alternative paths

Exception path

Extension Points

Alarm condition here would mean violation of limits or setting of a
vaue. Usudly the vaue a which an darm is generated is et at +
XX% of norma value for sensor measurement at the higher sde and
-XX% of normal value for sensor measurement at the lower side

1. If (sensor measurement IS EQUAL TO aarm condition) then
Sound aarm, end.
2. Security aerted

3. Attend reason
4. Resat darm

Alarm fails, abackup dircuit will kick in setting off the darm

N/A

N/A

Trigger Sensor measurement reaches darm condition
Assumptions All sensors are operating and there is no fault in the system
Preconditions The system is operationa
Post conditions Alarm condition rectified
SSI:ted Business N/A
Author Rajeshree Varangaonkar
Date Sep-03
Table6 Alarm
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Use Case Name
Iteration

Summary:

Basic Cour se of
Events

Alternative paths

Exception path

Extension Points

Levedl access VeifylD

Anybody who tries to gain access has to enter an identification code
and swipe his card, if amatch isfound the person has been
authenticated.

1. Read identification code

2. Read Barcode on card

3. Compare combination with stored records
4. If match found return result TRUE

5. If match not found return result FALSE

N/A

If any of the inputs not received in correct format/not received at al
request information again

N/A

Trigger Inputs received as identification code and bar code
Assumptions System operating and there is no fault in the system
Preconditions The system is operationd
Post conditions I nputs compared result ready
Eslited Business N/A
Author Rajeshree Varangaonkar
Date Sep-03
Table7 Verify ID

2.3.2 Fault Use Case

Figure 7 isapictorid representation of the fault use case. The fault use case includes

al diagnostics aspects of the system modd. The system has anorma mode of

operaion until it encounters afault in its syslem. The sensor would be equipped with

in-built diagnostics that would trace the fault. The partidly faulty modeis best
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described as a drift in the measurement thet would be detected on comparison with
the reading of redundant sensor for e.g. a3 way voting scheme can be used to detect
an errant reading. Thiswould basicaly include 3 redundant sensors whose
measurements are compared among themselves as well as with afloating average and
hence any errant measurement would be voted out. Thisisagood recourse asthe
errant reading is within error limits and an out voting diminates the removad of a
sensor and reducing the strength of the logic. 1t dso dlows the sysem availdbility to
be unperturbed. In the faulty mode however logic determines a sensor mafunction by
comparing the reading with a redundant sensor. Also here the fault threshold isthe
error limit dong with a tolerance limit to account for the manufacturing difference
between any two sensors. An darm again will be generated and henceisincluded in
the system. In the case a sensor malfunction is detected it is transmitted over the
network alowing other sensors in the group to recognize that the sensor is faulty and

hence is acompulsory part of the faulty mode use case.
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Figure6 Fault Use Case
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Use Case Name
Iteration

Summary:

Basic Cour se of
Events

Alternative paths

Exception path

Extension Points

Level fault- Faulty Mode

Sensors have their own fault detection circuitry and afault is
discovered and indicated. Every sensor has a redundant
circuit and adave. In case of fault in Master control is
switched to redundant circuit/dave

1. Diagnostics detect fault in sensor and transfer control to
redundant circuit/dave

2. The faulty mode light comes on.

3. Alarm is generated and maintenance staff derted.

4. Sensor is atended to and then replaced

5. Sensor is switched back to master mode.

Alarm falsto generate.

The measurement form the sensor can be compared with a
redundant sensor and also a pre stored average.

If (reading_redundantsensor ISEQUAL TO (+/- 10%)
average)

reading_redundantsensor=correct

If (master_sensor ISNOT EQUAL TO (+/-10%)
reading_redundantsensor)

master_sensor has developed an error

End

* +/- is st asatolerance limit to account for manufacturing
difference between sensors

N/A

N/A

Trigger Fault sgnd received
Assumptions System operating and there is no fault in the system
Preconditions The system is operationd
Post conditions Fault attended and rectified
Related Business N/A
Rule
Author Rajeshree Varangaonkar
Date Sep-03
Table 8 Faulty Mode
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Use Case Name
Iteration

Summary:

Basic Cour se of
Events

Alternative paths
Exception path
Extension Points
Trigger
Assumptions
Preconditions
Post conditions

Related Business
Rule

Author

Date

Levdl fault- Partidly Faulty Mode
In the partidly faulty mode no darm is generated asthe error is

usudly adrift that does not violate limits. In this case the reading is
compared to two other sensors and voting takes place.

Sensor generates errors within limits e.g. adrift or abias

No fault darm generated as no limits violated
A redundancy scheme (for e.g. Triple redundancy scheme) for voting
of errant measurement.

Sensor measurement tagged as errant by diagnostics, fault should be
attended to by maintenance

N/A

N/A

N/A

Errant behavior

System operating and there is no fault in the system

The system is operationd

Fault attended and rectified

N/A

Rajeshree Varangaonkar

Sep-03

Table9 Partially Faulty Mode

2.3.3 Sensor Use Case

The Use cases highlight the interaction between the external actors and the system

components. In the case of the sensor use case, the actors become the external
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environment parameters. These parameters such as temperature, pressure, humidity

efc interact with the sensing mechanism and produce a change in the sensor output.

The Use Case mode includes some standard norma functions like addition of
sensors, deletion of sensor, sensing & monitoring and again communication. These
methods ded with the inherent functioning of a sensor group and maintain protocol
and group dynamics. Use case Threst detected is an abnorma event and enumerates
the steps that need to be followed in the event of an untoward incident. Chapter 4
Sensor deals more in detail with various threats and system architectures to counter

these thredts.
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Use Case Name
Iteration

Summary:

Basic Cour se of
Events

Alternative paths

Exception path
Extension Points
Trigger

Assumptions
Preconditions
Post conditions
Related Business
Rule

Author

Date

Levell sensor- Threat detected

A changein the air quality and measurements indicating the
presence of a biologica/chemica agent will indicate a threet
to the system and evacuation, emergency measures are

applied.

1. Sensors detect threat in environment (changein ar qudity)

2. Alam is generated

3. suspected Ducts are closed; dampers and fans closed
4. Switch to dternate ducts on the other Sde of building
5. Isolate area

6. Pressurize remaining aress

7. Apply emergency measures for people

8. Compare outer contamination levels with inner

9. If lower, evacuate; else let people Say in, continue
monitoring end

10. Track movement of gasin area check spreading

1. Alternate ducts dso set of darms

2. Close ducts

3. Isolate suspected area

4. Pressurize uncontaminated area

5. Use emergency measures for people

6. Lead people to safer area

7. Compare outer contamination levels with inner

8. If lower, evacuate else let people stay in, continue
monitoring end

N/A
N/A
change in measurement

System operating and there is no fault in the system
The system is operationd
System is protected from attack

N/A

Rajeshree Varangaonkar
Sep-03

Table10 Threat Detected
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Use Case Name

Levell sensor- Senang&Monitoring

[teration

Summary: All parameters are measured.

Basic Cour se of . ]

Events 1. Sensors are operating and sensing
2. All measurements are communicated to other sensors
3. All measurements are within norma limits

Alternative paths N/A

Exception path N/A

Extension Points N/A

Trigger Change in measurement

Assumptions System operating and there is no fault in the system
Preconditions The system is operationa

Pogt conditions System is continuoudy monitored

Eﬁlzted Business N/A

Author Rajeshree Varangaonkar

Date Sep-03

Table11 Senseand Monitor
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Use Case Name
Iteration
Summary:

Basic Cour se of
Events

Levell sensor- Add Sensor

Sensors are added dynamically to the group

1. New sensor gets added dynamically

2. Verification for sensor access
3. All sensors update information stored for peers using AddSensor(),
communicate

Alternative paths N/A
Exception path N/A
Extension Points N/A
Trigger Sensor requests to be added
Assumptions System operating and there is no fault in the system
Preconditions The system is operationa, Number of sensorsis known
Post conditions Group sSze changed
Eslgted Business N/A
Author Rajeshree Varangaonkar
Date Sep-03
Table12 Add sensor
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Use Case Name
Iteration
Summary:

Basic Cour se of
Events

Levell sensor- Delete Sensor
Sensors are deleted dynamically from the group

1. Sensor drops out dynamically

2. All sensors update information stored for peers using
DeeteSensor(), communicate

Alternative paths N/A
Exception path N/A
Extension Points N/A
Trigger Sensor deleted
Assumptions System operating and there is no fault in the system
Preconditions The system is operationa, Number of sensorsis known
Post conditions Group size changed
Eagted Business N/A
Author Rajeshree Varangaonkar
Date Sep-03
Table13 Delete Sensor
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Chapter 3: Requirements

The requirements here are divided into two areas one is the sensor network and the
other is the access system. The sensor network as mentioned earlier will have
predefined sensors and protocols so the requirements devel oped are very generd and
independent of sensor chosen. The sensor requirements are just a framework that can

be used while documenting requirements for the real system.

The gpproach in defining the sensor requirementsis dightly unorthodox in thet it
suggests class diagrams, and some dgorithms such as “the logt gation dgorithm” to
illugtrate some of the requirements. There is no intention to convert these
requirements to specifications. However amap between generic requirements for the
system and their vaidation scenarios is given. So that each requirement is associated

to avdidation scenario alowing for easy cross-checking.

The access system however isasmaler sysem and has been dedlt with by defining
more detailed requirements which are converted to specifications. These
specifications have been drawn out by collecting market data from two biometric card

companies. [14] [15]
The requirements — validation scenarios follow the orthodox way in which higher

level requirements are broken down into lower level requirements. A requirements

tracesbility matrix is drawn. In addition verification scenarios have been included.
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3.1 Higher Level Requirements for the sensor network:

Higher leve requirements

>

>

Speed of response — Expected speed of response is targeted around X ms,
Fault tolerance — The number of fault darms should be low. An acceptable
level is0.1%. The darms generated must correspond to untoward events.
Avallability — System downtime must be kept to a minimum. An availability of
95% is desired.

Tamper proof- system should be tamper proof and give an indication of
tampering.

Cost — low codt. A budget has to be maintained in this implementation. The
cost of the system should be lesser than 10000$.

Hierarchicd order A hierarchica order should be ensured. This may be used as
a conjunction between two systems to ensure a two tiered approach to security.
IS system must be protected — the Information system should be protected
againg unauthorized access.

Sensors must be equipped with diagnostics. All sensors must have inbuilt
diagnostics that would indicate drift, error and faulty modes.

Remote control: Apart from loca computing, remote control must also be
enabled.

Monitoring software isthat it should be highly scalable. It should be able to
work for asmal retall sore, an office building, a warehouse or a multi-

building complex.
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> Sensor network longevity. Power consumption — Low power consumption and

an esimated life of XX hoursis desired.

From both a systems and end- user perspective, it iscritica that sensor
networks exhibit stable, predictable, and repeatable behavior whenever
possible. An unpredictable system is difficult to debug and maintain.

Sensors and sampling: For our particular gpplications, the ability to senselight,
temperature, infrared, reative humidity, and barometric pressure provide an
essential set of useful measurements. The ability to sense additiona
phenomena, such as accel eration/vibration, weight, chemical vapors, gas
concentrations, pH, and noise levels would augment them.

Data archiving: Archiving sensor reedings for offline data mining and andysis
is essentid. The relidble offloading of sensor logs to databases in the wired,
powered infrastructure is an essentia capability. The desire to interactively
“drill-down” and explore individual sensors, or a subset of sensors, in near

real-time complement log-based studies.

3.2 Breaking down requirements for sensors

Breaking these down we concentrate on some for the sensors:.

No source of interference to systems being monitored and/or surrounding
systems.

Totdly portable and sdf-sustained (power, communication, intelligence).

Capable to survive harsh environments (heat, humidity, corrosion, rocket

exhaud,, etc).
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»  Minimize operating and maintenance cogts.

* Beahighly rdiable system, assure data integrity and availability.

» Capable of embedded complex data processing.

»  Cagpable to sdf-diagnose the communication links and autométicaly
reconfigure upon failure detection

Performance

* Low RF output power (£10 mW) to minimize any interferences to
surrounding systems.

» Battery-operated system with smart embedded power management algorithms
to maximize batery life.

» Sdf-contained system with signd conditioning, data acquidtion, data
manipulation and data tranamission capatility.

* Modular flexible architecture reconfigurable to accommodate most sensing

technologies.

Hardware
»  Sensor Network composed of one or more Central Stations and a number of
remote stations.
*  Centrd Station:
— Performs sensor network data collection, storage and distribution to
users.
— Contains data polling schedules and ID tables for the remote stations

in sensor network.
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— Contains remote gtations cdibrations curves and engineering unit
conversons

— Peform data trending and historica archiving of sensor data and
remote station hedlth status informeation for each of remote Sations.

— Contains software algorithms to support @) automated data polling
operation, b) customer requested data polling and c) troubleshooting
capabilities.

— Allows offline data mining.

The dass diagram in chapter 4 captures these requirements:

* These characteristics can be embedded at the remote station level if desired.
Software
Each module has its unique embedded software agorithms to control their
assigned operation.
The Power Management module contains software agorithms to monitor
battery hedth status and to maximize bettery life. The Power Management
software controls the “ON/OFF’ power cycles of the rest of the modules.
The Andog Interface module and Embedded knowledge module contain
software agorithms specific to the application or sensor technology being
monitored.
The RF Core module contains software algorithms to assure data

communication integrity and availability.
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The dgorithm below and the activity diagram together provide an example of one of
the algorithms that could be implemented in the system to meet the requirements of

the system [17]

L ost station

» The Network startsin anomina master/remote (point-to-point) protocol.

» A communication failure s detected between the Central Station and a Remote
Station.

» The Centra Station commands the remote stations to locate and communicate
with the logt gation

» The assgned Remote Station establishes communication with the “Lost
Station” on a secondary established frequency.

» Informationis relay back and forth between the Centra Station and the “Lost
Station” through the assigned Remote Station.

» The Sensor Network automaticaly reconfigures from atraditiona

configuration (point-to-point protocol)
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Remotecrmmd:=0ff

Exit switch on
rocessor;

Remotecmmd : Command given by
Central station will override internal
timers

Remotecmmd:=0ff

IT1:=0 {/_Emry
if T1 != X AND {remotecmmd != OFF OR
=N

remotecmmd != SLEEP)
data:=sample(tx);

data:=process(data);
polleddata:=polineighbour(pollingtable);
transmit(data);

T1:=Ti+4;
else
break
end
Exit
cmmd:=0ﬂ\\ A 4
n
T2:=X2 OR a8
remotecmmd:=ON m E T
IT1:=0 |3 %
ER
md:=Sleep & §_

fentry
if T2 1= X2 & (remotecmmd != ON OR
remotecmmd !|= SLEEP)

Processor in sleep mode;

T2:=T2++;

else

break

end ;

Exit

A ot

Figure 9 Power Management

3.2.2 Establishing validation scenarios

To seeif these requirements are met we design validation scenarios to confirm that

the design meets the client needs. The design of these scenarios would be atop down

approach and as the requirements are decomposed so would the validation scenarios.

Intuitively we can conclude that these components of validation when taken bottom

up should combine to form the top level scenario. Such amodd would ensure that

breaking down of the higher layers into the lower ones would ensure conformity to

the architecture when combined the reverse way.

Our premise lends to the formation of a trace between each requirement its

corresponding validation scenario which may or may not be decomposed to severd
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lower level scenarios mapping to laterd layersin lower leves of the requirements
Structure. Such atiered structure helps to establish a one to one mapping between the
requirements and the validation scenarios.
Requirement # 1. Speed of response — Expected speed of response istargeted to be
the lowest
Validation Scenario # 1. This can be done usng manufacturer’ s dataaswell asa
smulation can be carried out to attest if the requirement isindeed met.
Smulation Smulation tests can be carried out to time the response of the system.
Set up a sensor measuring phenomenon(e.g. temperature, pressure etc)
Induce change in phenomenon vaue ( change in temperature) to pre-decided
vaue
Check time taken for sensor to register change in measuremen.
Record time
Check time againg requirement.
Criteria for passing: Time <= requirement

Criteriafor failing: Time exceeds requirement

Requirement # 2: Fault tolerance — The number of fault darms should below. An
acceptable leve is0.1%. The darms generated must correspond to untoward events.
Validation Scenario # 2: Chapter 8 of thisthess describes a trade off study that
minimizes the fase rate subject to congraints and arrives a avaue of 0.0615% for
the fault rate.

Analysis: The result of the tradeoff study vaidates this result.
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Requirement # 3: Avallaility — System downtime must be kept to aminimum. An
availability of 95% isdesired.

Validation # 3: Most manufacturers carry records of equipment, downtime, scheduled
maintenance, availability based on historical data. While sdecting components of the
system; manufacturer data can be consulted to seeif the requirement is met.
Documentation: Manufacturer’ s documents can be used to cross check the

requirement

Requirement # 4. Tamper proof- system should be tamper proof and an indication of
evident tampering.

Validation Scenario # 4: Manufacturer’ s documents usudly indicate stress tests
carried out for tamper proof testing.

Documentation: Manufacturer’ s documents can be used to cross check the

requirement

Requirement # 5: Cost — low cost

Validation Scenario # 5: Costs of individua components can be added together to
verify that the overdl cost ismet. A sample cost anadlysistest for the card reader
system is covered in Section 3.3.3.

Accountability test needs to be done. Figure # 10 shows an example of such a

worksheset.
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Requirement # 6 Hierarchical order

Validation Scenario # 6: While designing the system a hierarchica order hasto be
included in the architecture. Such ahierarchy isintroduced dso by including 2-tiered
security measures such as checking in the IS system if user has cleared proper
Security channdls.

Design: Design of the sysem mugt include hierarchy, for eg. Figure 24 1S security

Requirement # 7 1S system must be protected — the Information system should be
protected against unauthorized access.
Validation Scenario # 7 Sequence diagram 28 checks for this
Smulation: A simulation can be carried out to attest if this requirement is met.
Deactivate the entry door access system
Employee enters user name and password
Message displayed “ Access Denied”
Alarm generated.
Criteria for passing: Message “ Access Denied” displayed

Criteria for failing: System dlows user to log into the system

Requirement # 8 Sensors must be equipped with diagnostics
Validation Scenario # 8: Manufacturer’ s documentation carries information regarding
in-built diagnostics and their capabiilities. Check these to seeif they meet the

requirement
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Documentation: Ingpection of the manufacturer’ s documentation to verify presence of
diagnostics.

Requirement # 9 Remote control

Validation Scenario: The presence of acentral system that communicates records
activities validates this requirement. The system is shown in figure 8.

This sysem is dso found in class diagrams for the system overview.

Design: Design must include the architecture of the centra control system with

remote abilities.

Requirement # 10 Monitoring software should be highly scaable. It should be able to
work for asmdl retal store, an office building, a warehouse or a multi-building
complex. That god hasimplications for the way that one designs the monitoring
software.

Requirement # 11 Sensor network longevity. Power consumption — Low power
consumption and an estimated life of XX hoursis desired. Sensor networks that run
for 9 months from non-rechargeable power sources would have significant audiences
today.

Validation Scenario: Manufacturer’s data provides information about the power
consumption, batteries, battery life. Also the power management software designed
for the sensor will control the modes of the power consumption.

Smulation: To check the power management software a smulation should be carried

out to test if the modes are operationa and execute appropriately.
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Documentation: The documentation provided by the manufacturer should be
checked.

Requirement # 12 From both a systems and end-user perspective, it iscritica that
sensor networks exhibit stable, predictable, and repeatable behavior whenever
possible. An unpredictable system is difficult to debug and maintain.

Validation Scenario #12 A check of the fault rate is required which can be checked
through the trade off studies. The characteristics of the sensor can be obtained from
the manufacturer.

Documentation: A check of the manufacturer documents should be done for this
requirement.

Requirement # 13: Sensors and sampling: For our particular applications, the ability
to sense light, temperature, infrared, relative humidity, and barometric pressure
provide an essentid set of useful measurements. The ability to sense additiona
phenomena, such as accel eration/vibration, weight, chemica vapors, gas
concentrations, pH, and noise levels would augment them.

Validation Scenario # 13: Sensors picked for the application should be crosschecked
with the list.

Documentation: See dl necessary sensors are included

Requirement # 14: Data archiving: Archiving sensor reedings for offline datamining
and analyssis essartid. The rdiable offloading of sensor logs to databasesin the
wired, powered infrastructure is an essentiad capability. The desire to interactively

“drill-down” and explore individual sensors, or a subset of sensors, in near red-time
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complement log-based studies. In this mode of operation, the timely ddlivery of fresh
sensor datais key.

Validation Scenario# 14: A Datalog sysem should be included in the system
architecture.

Inspection: Presence of an offline system will indicate completion of the requirement.

3.2.3Validation Scenariosfor lower level requirements:

» No source of interference to systems being monitored and/or surrounding
systems.

* Beahighly rdiable system, assure data integrity and availability

* Low RF output power (£10 mW) to minimize any interferencesto
surrounding systems.

These three requirements are explained by the following scenario:

Validation Scenario: Thisisafied teg, but a the same time the range of

transmission can be verified and gppropriate measures taken.

For e.g. asensor reportsif it isin the range of a phenomenon. Assume there are N

sensors out of which M are in the interference range with each other( the

transmisson rangeis greater than equd to the sensing range). Of the M sensors

each S will tranamit datawith bit rate b(S). Thetotd detain trangt fromtime T

to T+?where ? isthe average latency can be expressed as

M
Data=? b(S))
i=1

If this value reaches a certain fraction of the channd capacity congestion will

occur. If Ciotg isthe channd capacity
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M
Data="? b(S|) =a Ciotal
i=1

where a isthe fraction of the capacity dictated by the sdif interference.

Thus the upper bound on the reporting rate is dictated by channel capacity. On the
other hand application specific criteria such as the required accuracy placesa
lower bound on the reporting rate. The reporting rate should be high enough to
satisfy accuracy. At any point in time the number of active sensors should be such
that the gpplication specified requirements are met. If in order to meet accuracy

requirement Capplication 1S the required channel capacity then

M
Capplication =7 b(Si) = a Ciotal
i=1

I.€. Capplication = @ Crota 10 SUppOIt gpplication requirements.

Not al sensors have the same accuracy. Accuracy isafunction of both location
and qudlity of information.

Using this andyss and the range of the sensor given by the manufacturer a
deployment strategy can be proposed.

Chapter 8 describes atrade off study in which the deployment Strategy is varied to
get maximum detection while maintaining inter sensor distances and the fault rate

minimum.

» Totdly portable and sef-sustained (power, communication, intelligence).

» Capable of embedded complex data processing.
Validation: Manufacturer’ s documentation will give specification regarding the size,
portability and microprocessor used.

Documentation: Ingpection of documentation to see if criteriaare met.
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» Cgpable to survive harsh environments (heat, humidity, corrosion, ec).
Validation: Manufacturer’ s documentation will give specification regarding tests
conducted to check the strength of the system. Specifications regarding temperature
range, humidity sustainable and corrasion proof etc will be supplied. While sdecting
sensors compare specifications with desired requirement.

Documentation: Inspection of documentation to seeif criteriais met.

» Capableto sdf-diagnose and automaticaly reconfigure upon failure detection
Validation: Manufacturer’s documentation will give specification. Also asmulation

can be carried out to check for requirement conformance.

» Battery-operated system with smart embedded power management agorithms
to maximize bettery life.
Validation: Manufacturer’ s specifications are a good starting point. Stresstest to see
if power ismaintained at desired level. Assuming the manufacturers alow one sensor
as asample test piece the following test can e conducted.
Tests:
1. Initidly keep sensor “ON” to check for drainage, power fluctuations
and performance. Record observations and time to battery drainage.
2. Leave Sensor on “Auto” mode where theinternal power management
will take over and manage the modes. Observe performance in each
mode and record battery drainage.

3. Repeat step 1 for al modes.
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4. Check to seeif power management softwareis configurable

5. Repeat sep 1 with your own agorithm

6. Repeat stepsfrom 1 through 5 for sensors from multiple
manufacturers, compare outputs

7. Select best sensor conforming to power requirements

» Sdf-contained system with signd conditioning, data acquisition, data
manipulation and data tranamission capatility.
Validation: Manufacturer’ s specifications are a good starting point. Check to seeif

specifications conform to desired requirements.

* Modular flexible architecture reconfigurable to accommodate to most sensng
technologies.
Validation: Thisrefersto the design of the syssem which isaso covered in

chapter 4

»  Sensor Network composed of one or more Central Stations and a number of
remote stations.
Validation: Thisrefersto the design of the system which isaso coveredin

chapter 4

e Centrad Station:

— Performs sensor network data collection, storage and distribution to

Uusers.
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— Contains data polling schedules and ID tables for the remote stations
in sensor network.

— Contains remote gtations cdibrations curves and engineering unit
conversons

— Peform data trending and historical archiving of sensor deta and
remote station health status information for each of remote ations.

— Contains software algorithms to support @) automated data polling
operation, b) customer requested data polling and c) troubleshooting

cgpabilities. Allows offline data mining.

Validation: Mogt manufacturers supply centra systems with these capabilities,
however dso supplied is a configurable unit which can be programmed by the
user to include custom functions. Check for the presence of such aunit. Thisaso

refers to the design of the system which is covered in chapter 4

3.3 Higher level Requirementsfor the system of access control:

1. System should prevent unauthorized access into the premises of the building

2. System should dlow vistorsingde. Should maintain arecord of vistors for future
use

3. System should use a biometric to confirm identity of person adong with access code
and identity cards.

4. System should be tamper proof and should give avisud indication dong with an

adarm to indicate tampering
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5. Systemn should be environment resigtant

6. System should be easy to maintain and ingtall

7. System should be able to communicate with the Network Management and control
system

8. System should have enough capacity to store biometrics localy without increasing
storage burden on the centra computer.

9. System should prompt user to provide information and display error messages to
user when wrong data is entered.

10. System should be highly accurate and reliable.

11. System should track an employee insde the building

These requirements are ambiguous and are not properly quantified. Thisistypicaly
the case a the beginning of design and these requirements are typicaly expressed
with words like should, may etc. So the requirements are basically expressed in
English without any proper quantification. We break down these requirements to
arive at requirements mapping to the system, subcomponent and component levels.
Thisis atop down gpproach. These lower leve requirements should trace up to one
or more higher leve requrements. If it doesn't then it probably is not required. If a
higher leve requirement doesn't bresk down to alower leve requirement the
requirement is not being satisfied by the system design being consdered. Similarly

every requirement should trace to a component in the system.

3.3.1 Requirement Synthesis:

1 |Thebuilding should be protected from unauthorized access
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2 |Every Employee will be equipped with an identification card to gain accessin the building

3 |[Thecard sizeshdl be2 1/8" by 3 3/8" (standard credit card Size).

4 The identification card will be equipped with an identification number that will indicate
that the card belongs to the company.

It shal be impossible to change or erase the information contained in the card by exposing

5 |the card to an eectro-magnetic fidld of any kind, or physicdly dter the code without
destroying the card.

6 |The employee will Sart the access process by swiping the card in the reader

7 |Thereader will be wal mounted and of dimensons 7 X 4 X 3 and weigh < 5 pounds
It should be possible to program the reader. Programming shal be accomplished by means

8 |of anintegrated 12 key keypad and 16-character LCD display. Employee will key in the
access code with the help of the keyboard on the reader.

9 The Card Reader/Memory unit shal be immune to weather, moisture and any
environmenta hazards. It should typicaly withstand extreme temperature conditions and
moisture levels.

10 Process of Enrollment (Defined as capturing biometric and information of a new user)
should take < 40 seconds

11 It shal be housed in a gtructure of high impact materia for complete
protection againgt wegther or tampering.

12 It shdl be possible to place the associated dectronics in a protected location preventing
exposure of sengtive components to the el ements and preventing tampering or vandalism.

13 During a power failure, the memory unit shdl maintain its memory content for aminimum
of 72 hours. Retart after power restoration shal be automatic. Reliability should be > 0.95

14 |Card will be equipped with a biometric template to indicate person belongs to company.

15 The card will have to be put in acard reader. The card reader will identify the card
identification number by comparing with an inbuilt database.

16 The reader database should have a capacity to store at least 800 biometric templates and
should have an expandable memory

17 |System verification should be completed in < 25 seconds
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The reader will be equipped with the Door Controls, Tamper Switch and should be able to

18 Lock exits.

19 |System will prevent tailgating or piggybacking.

The card reader with an integrated scanner will capture a biometric from the person and

20 compare it with the existing template on the card and in the database.

An darm will be generated derting security and the exit near the access areais blocked if

21 unathorized the person fails the identification,

29 The system must be cost effective. Budget for employee identification is restricted to 5000
$

When inside the building a person will be tracked with the aid of his identification tag

23 when he gains access at any door.

Table 14 Requirement synthesisfor Access System

3.3.2 System Test, Verification and Validation

The importance of manufacturing and issuing rdliable card productsis vita to
maintaining agood client relationship. In days past, card qudity was overlooked asa
minor issue; after dl, it was only alow vaue plagtic token that was easly replaced.
Today, with increasing card usage and reliance, and the added expense of smart card
(chip card) productions, there is no room for complacency. The image and
performance of your card is adirect representation of your organization. The system
devel oped should be tested before handing it over to the customer. Essentidly it
would require that al the requirements are adhered to.

A system test can have a bottom up gpproach; Sarting at the unit level (aunit isthe
smallest whole of a system which cannot be divided further), going up to the module
(amodule is an aggregation of units), integration testing- the process of bringing

together dl of the modules that a program comprises for testing purposes) and findly
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the system test that comprises of atop down gpproach to integrating al sysem

components.

System requirements are used to test the system. By developing atest scenario for

every requirement, a confirmation can be made if the system adheres to the user

requirements.

Req“'f“e"t Tet | Accountability|  Simulation Examination
1 X
2 X
3 X
4 X
5 X
6 X
7 X
8 X X
9
10 X
11 X
1 X
13 X X
14 X
15 X X
16
17 X X
18 X
19 X
20 X
21 X

Table 15 Traceability Matrix
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TEST TEMPLATE

REQUIREMENT

TEST TYPE

CRITERIA TO PASS

FAILURE

TOOLS

DOCUMENTS NEEDED

DOCUMENTSAT THE END OF TEST

Table16 Test Template

3.3.3 Validation Scenarios

1. Every employee will be equipped with an identification card to gain access to the
building.
Accountability 1.1: Verify the number of employees with cards available

Check employee name with name on card to verify dlocation
Criteria to pass: every employee must have and only one card dlocated to him/her.
Failure: Any discrepancy in dlocation will result in failure.
Tools: Lisgt of names of employees
Personnel required to do the task
Documents at end of test: A validated list of al card numbers and employee names

associated with the card

2. The card size shall be 2 1/8" by 3 3/8" (standard credit card size).

Examination 2.1: Match specification provided by physicaly measuring the sze of

the card
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Criteria to passing: Requirement +/-0.001% tolerance

Failure: Any discrepancy will result in failure.

Documents required: Specification provided by manufacturer

Tools: A scaleto measure length, breadth of card.

Software required: Database containing employee and card information.

Personnel required to conduct test

3. It shall be impossible to change or erase the information contained in the card by
exposing the card to an electro-magnetic field of any kind, or physically alter the
code without destroying the card.

Examination 3.1 Check for compliance with standards

Failure: Non-Conformance

4. The employee will start the access process by swiping the card in the reader
4.1 Test Steps:

Setup card reader:

Use power supply asindicated in specification

Power up card reader. Record time to sart up (norma startup)

Go through ingtruction manua and follow setup procedure

On completing setup swipe card

Reader displays message: "Enter identification Number”

Criteria for passing: Reader displays correct message at Step 5

Failure points:
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Thickness of card doesn't match thickness of reader dot. Check specifications.
Document thickness of card and report to manufacturer.

Card not recognized by reader

Reader does not display any information.

Setup doesn't complete properly.

Tools: Card, Reader

Document: Incident Report, Setup Manual, contact manufacturer.

5 The reader will be wall mounted and of dimensions 7 X 4 X 3 and weigh < 5 pounds
Examination 5.1:
Weigh the reader.
Criteria for passing: Weight < 5 pounds
Failure: Weight does not match requirement. Document error and report to
manufacturer
Documents needed: Specifications
Tools Weighing scde
Examination 5.2:
Measure dimensions
Criteria for passing: Dimensons=7x4x3(+/-10% tolerance)
Failure: Dimensons do not match requirement. Document error and report to

manufacturer
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6. It should be possible to program the reader. Programming shall be accomplished
by means of an integrated 12 key keypad and 16-character LCD display.
Examination 6.1The reader should be 1SO compliant.

Employee will key in the access code with the help of the keyboard on the reader.

7 The identification card will be equipped with an identification number that will
indicate that the card belongs to the company.
Test7.1:

Check if card identification follows ANSI/ISO/IEC 7812 standard. [19] Also see

Appendix.
Test 7.2
Key in the number in the database
Criteria for passing: A match with the name of the person on the card and employee
name in database.
Test Failure: Print out the employee names and corresponding identification number
Casel: Employee name without number: Fallure of Test 1
Enter card number againgt employee number
Store entry
Run search for number again
Result should indicate match between employee name and
identification number

Case 2: All Employee names have numbers

63



Case a: Redundant entry for an employee: Failure of Test 1,
Failure of test 2

Check code for "Employee’ Tablein Database. If error-
Redefine condraints.

Document changes.

Case b: No Redundant entry found

Check number of cards against number of employees

Document discrepancy.
Tools needed: Reader, card

Document: Standards, Incident report, Setup Manua

8. The Card Reader/Memory unit shall be immune to weather, moisture and any
environmental hazards. It should typically withstand extreme temperature conditions
and moisture levels.

Examingtion 8.1

Check standards for card testing

eg. According to the DIN ISO 7810 "ldentification cards' standard, a minimum

bond strength of 6N/cm is required during the T-pedl test. The test data of cards
conforming to this standard would be made available by the manufacturer.

Failure to conform will lead to the fallure of thistes.

Document needed: Manufacturer's specification, Standards.
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9. Process of Enrollment (Defined as capturing biometric and information of a new
user) should take < 40 seconds

Smulation 9.1:

Instalation personne swipes card through the dot in the reeder.

Wait for prompt “Enter Code"

Enter code using key board.

Reader should display "Sdlect Program”

Program sdected” Enrollment”

Swipe employee card through reader

Smultaneoudy start a stopwatch

Reader should display "Hold finger close to scanner”

The employee should hold hisher finger near the scanner

Reader should display message " Scanning complete- Press any key to exit”
Stop the stop watch

Record time

Criteria for passing: time recorded< 40 seconds

Failure

If time > 40 seconds error generated inform manufacturer.

Reader does not display correct message at Step 2, 4, 50r 8

Result ep 4

Fall

Fall

Fail

St
0
Fal [0
0
0
0

RFloolo[g

Fall
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Tablel7 Result Table
Tools: Card, Reader

Documents: Incident Report, Setup Manua

10 It shall be housed in a structure of high impact material for complete protection
against weather or tampering. & It shall be possible to place the associated
electronicsin a protected location preventing exposure of sensitive components to the
elements and preventing tampering or vandalism.

10.1 Examination: Check assembly specifications

Refer Standards

10.2 Test: Test assembly with procedure described in Standards.

Failure: Failure to conform to standards

Document: Incident Report, Specifications, Standards

11 During a power failure, the memory unit shall maintain its memory content for a
minimum of 72 hours. Restart after power restoration shall be automatic.

Test 11.1; Stepl

After reader has been set up, extract aset of ID codes from the list. Use theseto test if

system retains accurate information regarding owner-number detalls.
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Remove power supply, sart watch smultaneoudy
monitor unit for 72 hours.
At anintervd of every hour check memory contents by entering set of numbers for
identification.
Also start an access process and an enrollment process
Record output for al commands entered.
Note any discrepancy.
Check for display properties
Criteriato passtest: All the outputs are same.
Failure to ddiver same output in dl runsindicates a fault. Unclear numbersand an
inability to read display messages. Error messages generated by the system. System
crashes mid way through cycle test time. Wrong display messages. Check for stored
data after an enrollment process by initiating an access process.
Test 11.2:
Repeat above procedure
In the last one hour restore power supply
Record any discrepancies
Test the system again for enrollment and access procedures, key in the
identification numbers to check output
Record any discrepancies
Remove power supply again
Midway through the second run i.e. in the 36th hour restore supply.

Repeat steps 3 and 4 and 5.
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After another hour of operation remove supply again

Wait for an hour and repeat steps 3 through 5.
Criteria to pass. step 1 successful and All the outputs are same.
Failure to ddiver same output in dl runsindicates afault. Unclear numbers and an
inability to read display messages. Error messages generated by the system. System
crashes mid way through cycle test time. Wrong display messages. Check for stored

data after an enrollment process by initiating an access process.

12 Reliability should be > 0.95

Test 12.1: Check for Reliahility datafrom manufacturer
Check for MTBF, MTTR

Failure: Rdiability< 0.95

Documents: Specification

13 Card will be equipped with a biometric template to indicate person belongs to
company.

Examination13.1:

Biometric strip islocated on the card.

Refer to standards by Internationa Biometric group to ascertain the Dimensions of
template

Smulation 13.2

Capture Biometric of employee on template through Enrollment process

Swipe card

Reader displays message: “ Enter code’
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Enter access code using keyboard

Reader displays message: "Hold Finger near scanner”

Hold your finger in front of the scanner

Reader displays message: “Enter”

Criteria for passing: Examination 13.1 & Simulation 13.2 both are passed.
Failure:

Reader doesn't recognize template

Examination test fails.

14 The card reader will identify the card identification number by comparing with an
inbuilt database.

Test 14.1:

Swipe card A through the reader

Swipe another card (any card that has not been configured)

Criteria for passing:

The reader should display message "Enter code” in case of card A

The reader should display "Invalid Card" for card B

Failure:
Reault [Card A Card b
Fal |0 1
Fal [1 0
Fal |1 1
Table 18 Result Table

15 The reader database should have a capacity to store at least 800 biometric

templates and should have an expandable memory
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Examination 15.1:

Check specifications given by manufacturer

Check for memory configuration

Criteria for passing: Memory capacity=> 800 and should be expandable
Failure: Capacity<800 and memory is not expandable

Documents: Incident Report, Specifications

16 System verification should be completed in < 25 seconds
Smulation 16.1:

Swipe card

Start Stopwatch

Reader displays message: “enter code”

Enter access code using keyboard

Reader displays message: "Hold Finger near scanner”

Hold your finger in front of the scanner

Reader displays message: “Enter”

Stop stopwatch

Record time

Criteria of passing: Time recorded < 25 secs

Failure:

Time recorded> 25 seconds

Reader does not display “ enter code" message at Step 3

Reader does not display "Hold Finger near scanner" message at Sep 5
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Reader does not display "Enter" message at Step 7

Key 0 indicates wrong message; 1 indicates right message

Reault [Step 3 step 5 Step 7
Fal |0 0 1
Fal |0 1 0
Fal |0 1 1
Fal [1 0 0
Fal |1 1 0
Fal 1 0 1
Fal |1 1 1
Table19 Matrix

17 The reader will be equipped with the Door Controls, Tamper Switch and should be
ableto Lock exits.

Examination17.1

Specification check

Criteria for passing: Conformance to requirement

Failure: Fal to conform to requirement

18 Systemwill prevent tailgating or piggybacking.
Smulation18.1:

Swipe card

Reader displays message: “enter code”

Enter access code using keyboard

Reader displays message: "Hold Finger near scanner”
Hold your finger in front of the scanner

Reader displays message: “ Enter”
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Door lock opens, enter through door

Second person follows immediately before door closes

Alarm sounds, dl exits closed

Criteria for passing: Alarm sounds

Failure: Test failsif darm doesn't sound indicating that the detector doesn't record

second movement. Document error report to manufacturer

19 The card reader with an integrated scanner will capture a biometric fromthe
person and compare it with the existing template on the card and in the database.
Smulation 19.1: Sep 1

Swipe card

Reader displays message: “enter code”

Enter access code using keyboard

Reader displays message: "Hold Finger near scanner”

Hold your finger in front of the scanner

Reader displays message: “Enter”

Door lock opens, enter through door.

Criteria for passing: Reader successfully displays message 6 for the right biometric
Smulation 19.2:

Swipe any card different from the person bearing it.

Reader displays message: “enter code”

Enter access code for the card using keyboard

Reader displays message: "Hold Finger near scanner™
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Hold your finger in front of the scanner

Reader displays message: “ Type Mismatch”

Door locks do not open.

Criteria for passing: Smulation 1 successful and Smulation 2: reeder displays“Type

Mismeatch" in step 6

Reault [Card A Card b
does not display "Type
Mismatch"/random error

Fal  [APIYSTYPE iy s " Type Mismatch”

Fal [(displays"Enter”

Mismatch"

. |displays” Type , " "
Fall Mismach Displays "Enter
Fal |digplays" Ente" |Displays"Enter”

Table 20 Result

20 An alarmwill be generated alerting security and the exit near the accessarea is
blocked if unauthorized the person fails the identification.
Smulation 20.1:

Swipe card

Reader displays message: “enter code”

Enter incorrect access code using keyboard. Set Count=1
Reader displays message: "Invdid entry try again®

Enter incorrect access code using keyboard. Set Count=2
Reader digplays message: "Invdid entry try again®

Enter incorrect access code using keyboard. Set Count=3
Reader displays message: "Authorization failure"

Alarm sounds
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All exits should be locked
Criteriafor passng: Reader displays correct message at step 3, 5and 8
Falure

Teg fallsif

Reault
Fall
Fall

Step 4
0
0
Fal |0
1
1
1
1

Fall
Fail
Fall
Fall

NeIREEEREE

S EEERE

Table21 test
Key: 0 indicates wrong messagei.e.

step 4 Reader displays message “ Enter”

step 6 Reader displays message “Enter”

step 8 Reader displays message “Enter”; 1 indicates right message asindicated in
steps

2. Alarm fails to sound

3. Any or dl of the exit failsto lock

21 The system must be cost effective. Budget for employee identification is restricted
to $500,000.

Accountability 21.1: The cost of the systemis not the capital expenditure you put
upfront but the cost that will be incurred over the entire lifetime of the system and
these include licensing costs, maintenance etc. So to meet the cost constraint all these

costs should be met.
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Cost of Reader +card 3§ 3.150.00
Power Supply 5 1,600.00
Communication System § 600.00
Central system

Hardware s 15,000.00
Softw are 5 20,000.00
Personnd 3 12.328.77
Maintenance 3 12,000.00
Upgrade 5 1.000.00
Seaff Cost §  375,000.00

Year
Security System
Benefits 8400 000.00 £400,000.00 £400,000.00 $400,000.00 $400,000.00
PY of benefits 850 000,00 8363,636.36 £330,578.51 $300,525.92 527320538
NPV of all Benefits 850,000.00 £413,636.36 §744,214.88 $1,044,740.80 §1,317,946.18
Casts
Fixed §52.678.77 £0.00 £0.00 $0.00 $0.00
Recurring £388,000.00 £388.000.00 £35.000.00 $35,000.00 $35,000.00
Total 8440 673,77 £388,000.00 §35,000.00 535,000.00 $35,000.00
PV of Costs 8440 678,77 $352,7127.27 £28,925.62 $26,296.02 §23,905.47
NPV of all Costs 8440 678,77 8703,406.04 £8221,331.66 5848.627.68 587153315
Yearly Cash Flow (8390 ,678.7T) £10,909.09 8301,652.80 $274,220.90 $249.200.91
Overall NFV (8390 678,77 (8379,769.68) (878,116.78) £196,113.12 $445,413.03
OverallROI 0.510482645

Figure 10 Wor ksheet
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Chapter 4. System Architectureand Access Graphs

4.1 Introduction

Class diagrams represent the static structure of the classes and their reationships
(e.g., inheritance, aggregation) in asystem. It does not indicate how they interact to
achieve particular behavior. Every piece of behavior which isrequired of the system
must be provided by objects of the classes. A good class model consists of classes
which represent enduring classes of domain objects which don't depend on a

particular functiondity required today.

4.2 System architecture

The Figure below is an abdtraction of the system structure and gives the various
components comprising it. Each class’component is dedt with individudly in the

following sections.

We now describe the system architecture using Figure 10, functiondity of individua
components and how they operate together. Included in the Figure isthe HVAC class
which modelsthe air supply of the building. Thisisimportant as we need to prevent
the building from a chemicd or biologicd atack and the HVAC sysem isthe firgt
week link in the architecture againgt any such attack. Any agents introduced through

this system will be circulated throughout the buildings.

The IS system is the information system of the building, connecting the computers,

laptops, network and the access system. In line with the requirementsthe IS system
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has a built-in protection of security levels. An unauthorized accessin the system will

be detected either at the card reader leve or it will be detected at the IS system.

Offline log‘ database|
| |

card-reader system| Central system

DataCommunicationMessages

L| =ACCES .|O4—-p0||
system recrd |5 System| ta
|

Sensor Duct

AQ,DuctDamper

AVAC |1 25O twork

| Monitoring
Fay
Terminal
ActiveSensor PassiveSensor
S o
[ |
PowerSupply Biological Chemical

[Chemical| [Biological
|
]

Figure 11 system structure

In the following sections we explain how the architecture addresses the requirements

st forth in Chapter 3. We developed atiered architecture. The lowest level consists

of the sensor nodes that perform genera purpose computing and networking in

addition to application-specific sendng. The sensor nodes may be deployed in dense

patches that are widely separated. The central station connects to a database aswell as

an offline logging system. At the centrd gtation, the datais displayed to employees

through a user interface. The full architecture is depicted in Figure 11.
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Figure 12 Central system

The lowest leve of the sensing gpplication is provided by autonomous sensor nodes.
These small, battery- powered devices are placed in areas of interest. Each sensor
node collects environmenta data primarily about its immediate surroundings.
Because it is placed close to the phenomenon of interest, the sensors can often be
built usng smdl and inexpersive individud sensors. High spatid resolution can be
achieved through dense deployment of sensor nodes. Compared with traditiona
approaches, which use afew high qudity sensors with sophigticated sgna
processing, this architecture providing collaboration with other sensors measuring
different phenomena; provide higher robustness against occlusions and component

falures.
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A computational module in the sensor is a programmable unit (Refer section 4.2) that
provides computation, storage, and bidirectiona communication with other nodesin
the system. The computationd module performs basic sgna processing (e.g., Smple
trandations based on cdibration data or threshold filters), and dispatches the data
according to the application’s needs. Compared with traditiond datalogging systems,
networked sensors offer two mgjor advantages: they can be retasked in the field and

they can easly communicate with the rest of the system.

Ultimately, data from each sensor needs to be propagated to the central station. The
propagated data may be raw, filtered, or processed data. Bringing direct wide area
connectivity to each sensor path is not feasible — the equipment istoo codly, it
requires too much power and the ingdlation of dl required equipment is quite
intrusive to the environment. The base station may communicate with the sensor

patch using awirelessloca area network.

The components must be rdliable, enclosed in environmentaly protected housing, and

provided with adequate power, as per Requirement # 4.

The architecture needs to address the possibility of disconnection at every leve (dso
refer “lost gation: activity diagram). Each layer (sensor nodes, clusters, centrd
gtations) has some persistent storage which protects againgt data loss in case of power
outage. Each layer also provides data management services. At the sensor levd, these
will be quite primitive, taking the form of A/D conversons, amplification, sgnd

conditioning etc. (refer section 4.5)
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Remote control of the network as per Requirement # 2 is also provided through the
centrd sysem. Typically useful when it isrequired for the autonomous sensors to be
controlled through asingle point. More of sensors are dedlt with in the section Sensor

class.

The next section examines the remote station (sensor node) architecture.

4.2 Remote Architecture explored

4.2.1 Remote station ar chitecture:
Based on the requirements listed in chapter 3 and section 4.1 we propose an
architecture for the remote station. In this section we consider the requirements for

the remote stations [17]

» Design should be modular in nature.
*  Number and types of modules will depend on specific application.
» Basc configuration starts with a RF Core Module:
— RF Core Module contains a RF Transceiver and a dedicated micro-
controller.
—  Connector interfaces are established for al modules for compatibility
and data connectivity.

* A second module (andlog module) normaly provides sensor interface

cgpability:
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—  Sensor exatation, sgnd conditioning, sgnd amplification and sgnd
(A/D) conversion.
— Talored for the specific application or sensor to be instrumented.
* A third module normaly provides power management functionsto the
Remote Station:
— Battery monitoring and hedth gatus.
—  Specific dgorithmsto control “power on/off” cyclesfor al other
modules.
— Controlled by avery low power dedicated micro-controller.
— Thisisageneric module in each Remote Station.
» A fourth module provides embedded knowledge capability to the Remote
Station:
— A DSP contained in this module performs higher mathematicd
functions, statistical analys's more complex reasoning.
— Thismodule is aso an goplication specific module.
The Figure below illugtrates the modules needed to meet these requirements.
As can be seen dl the requirements are met in this design and hence it forms a
framework for any further development. To cross check if the system indeed satisfies

the requirements, al designs that contain these modules can be referenced.
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Knowledge Capability
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Figure 13 Remote Station ar chitecture

All of the components in the syssem must operate in accordance with the system’s

power budget. In arunning system, the energy budget must be divided amongst

severd system sarvices:
*  sensor sampling,

o datacallection,

* routing and communication,

* hedth monitoring and

* network retasking.

Environment monitoring applications may need other important servicesin addition

to those mentioned in this section. These sarvicesinclude locdization, time

synchronization, and self configuration. [20]
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Data sampling and collection

In environment monitoring the ultimate god is data collection; sampling rates and
precision of measurements are often dictated by externa specifications. For every
sensor we can bind the cost of taking a single sample. By andlyzing the requirements
we can place a bound on the energy spent on data acquisition. We trade the cost of
data processing and compression against the cost of data transmission. We can
estimate the energy required by data collection by anayzing data collected from

indoor monitoring networks.

Communications

Power efficient communication paradigms for environment monitoring must include
a st of routing dgorithms, media access dgorithms, and managed hardware access.
The routing dgorithms must be tailored for efficient network communication

while maintaining connectivity when required to source or relay packets.

Network Retasking

As the researchers refine the experiment, it may be necessary to adjust the
functiondity of individua nodes. This refinement can take severd different forms.
Scdar parameters, like duty cycle or sampling rates, may be adjusted through the
gpplication manager. Mogt of the time such updates can be encapsulated in network

mai ntenance packets
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Health and Status Monitoring

A maor component of use to the gpplication is one that monitors the sensor’s hedlth
and the hedlth of neighboring sensors. Hedlth and monitoring is essentid for avariety
of purposes,; the most obvious is retasking. Although the hedlth messages are not
critical for correct application execution, their use can be seen as preventive
maintenance. For this reason, we advocate a health and monitoring component that
transmits status messages with lower latency in exchange for drict reliability. Hedth
messages may be sent rather infrequently (about once per hour or less dependent on

the duty cycle) with no guarantee on their ddlivery.

The Figure below shows the software class that will address the requirements stated

in this section.
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Figure 14 Softwareclass

A sensor when mounted has some congraints viz operationd e.g. whether therangeis
adequate to alow uninterrupted monitoring, distance from adjacent sensor; for e.g. if
an optica sensor is mounted such that it is obstructed by an opague surface the sensor
should be able to diagnose this error. The other condiraint being physical wherein the
location may be a problem and the sensor might not fit into the area drawn out for it.
What this dassillugratesis that upon indalation the sensor will execute logic to see

if dl its condraints are executed beforeit is ready for operation.
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4.3 Building
Anintelligent building can be viewed as a sysem conssting of many individua
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PhysicalConstraint]
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OperationalConstraint
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|dls ta neefromnextsens o
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FObstruction
HrreeSpaceRegirement

HsObstructed])
Hintarfarencal)
H-Measurameantpossilel)
b-Coordiantes()

-getcoordinate()

- £

Fnumberofwalls

Fnumberofwindows

Figure 15 Constraintsclass

This section coversfully dl the requirements stated in chapter 3 for sensors.

entities, either “passve’ such as doors, windows, furniture, or “inteligent”, i.e.
cgpable of computing, holding and communicating their state, such as computer
termind's, mobile communicators, sensors, actuators etc. These objects are fixed or
mobile. However thereisaline dividing the ructure of the building and the

intelligence asit Sts on this Sructure. In the buildings class we concentrate merely on
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the structurd part of the building. The firgt two sections comprising the central and

the remote architecture and the sections to follow cover the “intelligent” entities.

The Interior of the building can be thought of as having a Structure, Functiondity,

and Other Systems. While the exterior consists of Surrounding, Environment

lumbi
electrical system plumbing
HUAG building mechanical system
roof *
1
facade structure interior partitions spaces
[} ¢ [ ] ¢
1 1 1 1
exteriors concrete walls eireul.space
L L} — L area
entrances steel openings utility space
| - | L | [——-area
windows wood use spcae
| L L__tarea

Figure 16 Building explored
Figure 16 above roughly decomposes a building class. Another attempt to get a macro

view of theinterior of the building containing aspects of interest and dedicated solely

to the building isillustrated in the Figure 17 below
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Figure 17 Building Class

The class- Building is akey domain abstraction; the domain being the building that
needs to be protected. It includes the area that needs to be protected aong with the

rooms and corridors. A control system is included to monitor the room continuoudy

4.3.1 Access Graphs
Congder the floor plan shown in figure 18 below
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Room 2 Room SC
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I_/ Rear Space /]

Room 1 Room 5

Figure 18 Floor plan

Note: The linesindicated in the graph are not to scae and are non-directiond. They
are merdly links between spaces.

Figure 19 Access Graph

The floor plan conssts of alayout comprising of rooms and doors. Roomsin the
layout can be thought of as nodes while doors between the rooms are lines connecting
the nodes. According to graph theory, rooms are vertices and doors are edges. The

graph of a ructure’ s plan can be represented in another form — as an adjacency
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matrix A with entries aij. The rows and columns of the matrix represent vertices,
while the entriesin the body of the matrix represent whether or not the vertices have
edges between them. The matrix is square, with n rows and columns, where n isthe
number of vertices. The entriesin the matrix are of course symmetric about the
diagona — if room 1 is connected to room 2, room 2 is connected to room 1. Rooms—
vertices — are not connected to themselves, so the diagonal entries are 0.

The forma representation provided by the graph in Figure 19 makesit eesier to
define different aspects of the pattern of connection among rooms. The portraya of
the connections on the graph in the adjacency matrix facilitates computing

quantitative measures of the pattern displayed by the graph. Aspects of the pattern for
particular rooms that are important include depth, connectivity, control vaue, and
integration. These measures can be used to describe rel ationships between rooms as

they are envisioned on afloor plan.

The graphin Figure 19 above gives the connectivity with rooms as nodes/vertices and
doors as edgesjudtified so that the carrier is at the entrance. A justified access graph
requires choosing a door from which theinterior in initialy entered. The door
becomes an edge, connecting a hypothesized exterior vertex to the vertex representing
first room entered. The exterior vertex is cdled “the carrier” in space-syntax; in this

case marked as C in the Figure.

Figure 19 above indicates:
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Once an entrance is made from the exterior (C), one can enter Room 1 and Room 2
directly; one has access to Rear passage (1) directly. One hasto follow the path Rear-
Room 5/Room3 to get to ether rooms and findly the path Rear-Room3-Roomd to get
to Room 4. Accessto Room 4 is completely controlled by Room 3.

Thejustified access graph makesit clear that some rooms are more accessible than
others with rooms of equa depth being equaly ble. For example the Room 2

(depth=1) is more accessible than Room 4 (depth=3).

Table22 Adjacency Matrix

4.3.2 Characteristics of the graph:
Connectivity
Connectivity of asngle room issmply the number of doorsinto it. Summing the
rows or columns of the adjacency matrix yields connectivity vaues for the rooms:
n
Cij = ? &j
=1
Connectivity of aroom can aso be thought of at the number of routesinto or out of

that room from or to an adjacent room.
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Control

Control isameasure of the extent to which a given room controls access to the rooms
that are adjacent (immediately connected by adoor) to it. Consder, as an example,
two rooms, A and B, connected by a door. We are interested in the control value for
A. If the only entry into B is the connection to A, then A controls access to B entirdly.
On the other hand, if B has connections to other rooms, in addition to A, then A has
less control over access to B. In generd, control for aroom in inversely proportiona

to the connectivity of the adjacent rooms. The formulais:

ctrli = ?nai,- *(Ucy)
j=1
In other words, control for the i’th room can be computed by multiplying its
adjacency vector — the row of 0'sand * 1’ sin the adjacency matrix — by the reciproca
of the connectivity vauesfor dl the rooms and summing the products. The products
for rooms that are directly connected will equa the connectivity reciprocas, while

they will equa O for those rooms that are not connected. The sum of productsis

therefore the sum of the connectivity reciprocals for the connected rooms.

Room  Depth Mean Depth Connectivity 1/c ctr
R 1 15 3 0333333 1.833333
1 1 25 1 1 0.333333
2 1 25 1 1 0.333333
3 2 2 2 05 1.333333
4 3 2833333333 1 1 05
5 2 2.333333333 1 1 0.333333
C 1 1.666666667 3 0333333 2.333333

Table 23 characteristics of an accessgraph
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Depth: The accessihility of rooms within a structure to individuals entering from
outsde is determined by drawing ajustified access graph. Rooms are assigned depths
relative to the carrier, which are the number of edges (doors) crossed as one travels
aong the shortest path from the carrier to the room.

Of course many buildings have multiple exterior entries. Here there are at least two
andytica options. In the first, we connect multiple exterior doorsto a single exterior

carier. In the second, we draw different justified graphs, one for each entry.

Table 24 Depth Matrix

To extend this Smple floor plan to account for an entire building consisting of floors,
elevators, rooms etc; the following diagram representation is used as a starting point.
In the access graph we primarily define rooms (vertices) and doors (edges). The
relationship between the roomsis quantified by:

1. the depth; number of doors one would pass to reach aroom

2. control; whether one room controls access to another

3. connectivity; how well isaroom connected

we now extend thisto a more generalized representation.
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Figure 20 Space Hierarchy

At the root of the space hierarchy is the building, which can be thought of as
conggting of severd floors. The floors which form the next level of the hierarchy are
interconnected by eevators or staircases. Below the floors are the groupings of the
rooms and finaly a the bottom are the individua rooms.

A building consists of saveral rooms arranged relative to each other. The chief
components of such alayout would be the Class Room describing the types of rooms,
the number of any individua room type, etc. The exact relations between the rooms
will be characterized by ardationship class Relaion. Broadly the attributes of the

relationship class can be classfied as.
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10.

Digtance: specifies the distance between the two rooms. Depth, mean depth
(depth of aroomy (tota number of rooms-1)), travel time can be used to
characterize this relaionship.

Control: Access to one room may be completely controlled by another, e.g.
Room 4 in Figure 1 is completely controlled by Room 3.

Connectivity: Quantifiesif the room iswell connected or not. In the example
above the rear area has very high connectivity indicating thet it hasto be
monitored more than say Room 4.

isvisble aBoolean variable that will indicate the vishility relation between
two rooms, For eg. avaue of 1 could indicate that an officeisvisbleto a
storage room

Insde: dates whether aroom isingde another; for eg. avalue of one
indicates that a storage room isingde an office.

Connectsto: =N; states that one room connects to a maximum of N of type 2
rooms. E.g. a conference room connectsto 1 office.

Separated: would indicate that a certain class of rooms would be dways
separated from another class.

Connectionthroughdoor: Specifies if the rooms connect through a door. Could
be a Boolean variable that can teke avaue of 1 or O.

mintraveltime: could specify the minimum time taken to reach aroom an
inviolable condraint

maxtraveltime: could specify the minimum time taken to reach aroom an

inviolable condraint
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11. Connectedthroughducts. specifiesif one room connects to another through a
common duct. Thisisimportant in the case of achemica or biologicd attack

asit will help to trace the path of the agent.

A floor can be congdered as a collection of the rooms while maintaining the
rel ationships between the rooms and without violaing attributes like area, maximum

number.

We dart with the firg classfication that of the class room which isabasic description
of what rooms should have and the basic type of rooms contained in the building. The
parent class room has attributes like length, width, height, number occupancy etc.
These are inherited by the subclasses and each hasits own function asa

distinguishing factor.

Certain attributes are used to characterize features of the room such as the maximum
number of a particular type of room that can be there in a building (maxnumber) for

e.g. the class office has the maxnumber attribute=4 implying only 4 offices can exi<.

Room
-length
-width
-height
-occupancy
-number
-numberofdoors
-numberofwindows
-maximumnumber
-maximumarea

Figure 21 Room class
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Relation

Ldistance

Foonnects tos=h

Linside

~separatad
~connactionthroughdoor
Lmintraveltime
Frnaximumiraveltime
Fisvisible
~connectedthroughducts,

+calculatedistancel}
+oheckiravelviolation()

Figure 22 Relationship Class

A room is defined as a super class consigting of various subtypes based on
functionality such as office, storage etc.

The relation between two roomsiis specified through the relationship class. This class
captures the above mentioned features that characterize the relationship between two
rooms,; whether they are adjacent, separated, connected via ducts etc. In doing this the
quantitative measures described in section 1 can be used to explain relationships

between different rooms.

When agraph of dl the roomsiis crested weighting each edge with the travel time
between the rooms-each relationship can be checked. All rooms of a particular class
must satisfy areationship with another class. E.g. Certain checksincludeif two
rooms with a given depth are placed closer to each other, or the area occupied
condition is violated. While placing any room smple guideines can be deciphered
it's proximity to another room or an exit. These cardinalities can be used to classfy

the strength of the relationships between the rooms
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Rooms which are the lowest level of the space hierarchy can be grouped together to
form suites, floors etc. Groups of rooms can be clubbed together and this can help to
partition magor aress like floors of the building. A group in the diagram will represent
more than one room that should be located close together in abuilding. Figure 12
describes one such scenario where it might be required to place 2 offices always

connected to a cafeteria and a conference room -forming afloor cluster.

Floor Cluster:

Figure 23 Floor Cluster

The building class condsts of severd floors. The number of floors can be set by
defining an attribute congraint in the classfloor. The floors are connected to each
other using an devator or a staircase. Each floor has many rooms as well as groups of

rooms.

Floor

Elevators
staircase Cumber
-numbercfrooms —

Figure 24 Floor Class
Expanding further to include systems such as HVAC systemsthat provide ventilation

through ducts which become important in the wake of achemical/biologica attack.
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HVAC

Room

walls
Ducts -Hlangth
- Fwidth -lEtiure
-x_coordinate height e Liish
Ly coordinate et
— FOCCUpAncY pa
Fnumber || . Lthickness
i ! 4 + [numberofdoors 1 1" Hength
’ “ bnumberofwindows Fwidth
L maximumnumber
Fmaximumanes
T
Door ; |
5 -have
-Type Group
-Ianagth -number
-widih Bl
-hizight ;
Floor
staircase Elevators

-number
-numberofrooms

Building

Figure 25 Hierarchy

Thefigure below is the entire class diagram obtained from the discussion
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Floor plans with loops (Doors depiction to indicate presence of doors in the layout,

does not indicate status of the door):

Room 2

A

Foom

Room 3( i
/]

Room 1

Rear Space

P

Room 5

Figure 27 Floor plan with loops

Note: links between nodes are not to scale and are not directiondl.

Figure 28 Access Graph
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Table 25 Adjacency matrix

imotm R

Lad

1
1
1
2
K]
2
1

1
2.166667 1
1.666G67 3| 0.333333

Table 26 Quantitative measures

O R R == =

1 2
Table 27 Depth matrix

The changed vaues in depth are shown in the Table 27. Table 26 gives changesin the
other measures. In line with our definitions of connectivity the vaue for the rooms 1
and 2 have changed from their previous vaues to account for the increase in
connectivity due to addition of doors. Rear Space how has the maximum connectivity
and should be the area that needs to be monitored the most. Smilarly, mean depth

and control aso change to correspond to the increased connectivity. The depth matrix
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shows the increased routes in and out of rooms and increased connectivity between
rooms. The exercise was a Smple extension to the earlier example as doors
introduced into the floor plans merely represent links between rooms which weren't

present earlier on.

4.4 HVAC system class
An HVAC system has to be especialy guarded and monitored asit is a potentia

target for biologicd/chemicd atack snceit circulates air supply of the building.
HVAC system and access graphs
The firgt step for effective detection isisolating the source. Abnormal sensor
readings, changes in room air quality as compared to other rooms etc are some of the
measures that can be adopted to indicate the “source”’ of the agent.
Once the potentia source has been identified in the building; the focus would be on
containing and isolating the threet.
There are two ways a chemica/biologicad agent could spreed in a building.
> Doors. the connectivity of aroom to other rooms can be used to identify
which rooms are under immediate threet owing to the presence of the agent.
» HVAC: the agent can spread through the duct and into other rooms connected
viathe duct network.
These two components together congtitute the directiona graph and can be used to

contain damage when athreat is detected. Consider the Figure below:
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Figure 29 HVAC and Access Graph
If achemicd/biologicd agent is present in Room 3 from Figure 29 and a

corresponding connectivity matrix it is observed that the rear space(R), Room 2 and
Room 4 are under immediate threat. Once this has been established an effective
control can be designed to protect these rooms. The duct and door connectivity
together provide an effective framework for the development of a
detection/classfication dgorithm.

Sensing Bio/Chemical substances

In the "normd™ operation, the air in a building will be continuoudy filtered in a
passive mode so any chemical or biologica agent is captured as soon asit arrives a
the filters. Continuous filtration has the additiona benefit of providing aclean
background for sensors. The fastest sensors are those that Ssmply detect the presence
of biomass without being able to distinguish whether that biomassis abio warfare
agent or anaturaly occurring substance such as skin cells, pollen, or mold.

Since thefilters normaly maintain alow background level of biomassin the air, any
sudden risein internal concentration, such as might accompany a biologicd attack, is

suspicious and sufficient to switch the building into a"precautionary” mode. In this
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mode, techniques that are not appropriate for full-time, continuous operation might be
used. For ingtance, high-power ultraviolet lamps may be turned on to kill any

bioagent in the return air ducts even though these would not be used continuoudy
because of concerns about operationd cost. Another example would be to monitor air
in the dternate ducts and switch supply to those ducts if contamination is observed in

the operational ducts.

If the building is not under attack, it returns to norma mode without the building
occupants ever having been disturbed, an important consideration given the
performance of today's sensors. These modes of operations are illustrated by the

sequence diagrams and activity diagrams. [21]
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Figure 30 HVAC
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4.3.1 Actuator Class

Actuator
-inputrange
-mechanism
-autputrange
-responsetime
-bandwidth
-efficiency

+receivesignal()
Hamplify()
*+convertsignal()
+sendsignal()

+sendsignaltocontrolsystem()

Hydraulic

Pneumatic| [Mechanical

Electro-mechanical

smart

Figure 31 Actuator Class

An actuator is an end device that trandates the control logic of the sensor and centra

control unit together. They are of various types as indicated in the Figure above.

These actuators form an integra part of any control system logic implemented.
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4.5 Sensor Class

Effe I, physical,
etc.)

1
Integgated lsensor

Smatt sensor

v
Anllpliﬁcatinanilterin 2N/} ete

k 2

Diita storage and procepsind

Sedsor
1

Output system

Control

Figure 32 Components of a sensor

Senor as asystem can be classified into the following broad categories:.
1. Sensang Mechanism
I. Range
i, Sendtivity
iii.  Accuracy
Iv. Resolution
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V. Mechanism(Electrica, Mechanicd, etc)
vi. Linearity
vii. Hyderiss
viii. Backlash
ix. Scding
X. Input Vdue
xi. Output Vaue
Xii. Precision
2. Amplification/Fltering, A/D converson etc
I Input vdue
ii. Output vaue
iii.  Frequency
iv. Amplitude
v. Andog
vi. Digitd
vii. Gan
viii. A/D
3. Data Storage and Processing
I. Last measurement
ii.  Sampling frequency
iii. Moving average
iv. Set Point

v. Diagnostic(Set Point comparison)
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vi. Signd output
4. Output(communication)
i. Sgnd
ii. Signd_to Alam
5. Extend interfaces
i. Power supply
6. Physicd
I. Assembly
ii. Location
The Figure below explains the relaion between the phenomena measured and the

output of the sensor. [22]
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Ouiput (Secondary Signal)
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Figure 33 Physical/Chemical Phenomena employed in Sensor
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_ PpticalSensor

IEEE 1451 standard can be
used for wireless sensor
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-frequencyle—-outputpower

+DetectLossOfVoltage()

Figure 34 Abstract level
Thisis an abstract representation of a sensor. All sensors will have some basic

abilities and they are classified here based on phenomena. Basicdlly apart from the
sensing mechanism used al sensor should be cgpable of the activities listed in the
Sensor class. Sensors can be defined as Active or Passive depending on their power
supply requirements. Active sensors generate power and do not require an externd
source while passive do. The Figure below takes an orthogond view into what lies at

the component level insde a sensor. Every sensor has to be equipped with these
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functiondities irrespective of its sensng mechanism. All the sensors have a physica

cover, acommunicetion port eic.
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Figure 35 Sensor object

Each sensor internaly will have an architecture as shown in Figure 10. The only

place they would differ inisin the mechanism used for sensng.
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4.5.1 Example: Biological sensor
The effective detection of biologica agentsin the environment requires a
multicomponent andlys's system because of the complexity of the environment. Other
variables contributing to the effectiveness of detection of biological agents are the
detection process itsdlf and the efficient use of consumablesin the field. Biological
agent detection systems generdly consst of four components: the trigger/cue, the
collector, the detector, and the identifier. Figure 42 shows aflow diagram for a
typica point detection automated architecture system. The function of these
components is described in the remainder of this section, while section 5 will provide

representative examples of each component. [23]

‘::k

Tiered detection approach to reduce consumable usage
Quick. ganeric detection followsad by longer, specific identification

J 1 Mo Bio
i
Initiate = r
o 7 - m‘ Is It Safe?
Typical Point Detection

Automated Architecture

Figure 36 Biological sensor

Trigger/Cue
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Trigger technology isthe first level of detection that determines any change in the
particulate background at the sensor, indicating a possible introduction of biologica
agents. Detection of an increase in the particulate concentration by the trigger causes
the remaining components of the detection system to begin operation. The trigger
function typically provides ameans of continuously monitoring the air without
unnecessary use of consumables, thus keeping the logitical burden of biologicd
agent detection low.

To reduce false postives (darm with no biological agent) and false negatives (no
adarm with agent), many detection systems combine trigger technology with a second
detector technology (such as fluorescence that provides more selectivity) into asingle
technology known as cueing.

Mogt effective cueing technologies can detect airborne particulates in near red time
and can discriminate between biologica agent aerosol particles and other particlesin
ar, avoiding unnecessary system activation. For example, a cueing device monitors
the air for particulates as does any other trigger device. When the particulate
concentration increases, the cue determines if the particulates are biologica in nature.
The cue device generdly uses a fluorescence detector to make this determination. If
the particulates are found to be biologicd, the cue device activates the collector for

sample collection.

Collector

Sampling of the biologica agent isa crucia part of the identification sysem. The

effective dose for some agentsis extremely smal; therefore, highly efficient
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collection devices must be employed. One type of collector pumps large volumes of
ar through a chamber where the air mixes with weter. The water scrubs dl the
particulates from the air, resulting in a sample containing particul ates suspended in
water. Once collected in the water, the sampleis further concentrated by evaporation
of aportion of the water. After concentration, the sample moves into the analytical

section of the biologica agent detection system.

Detector

Once a sample has been collected/concentrated, it must be determined if the
particulates are biologica or inorganic in origin. To accomplish this, the sampleis
passed to a generic detection component that analyzes the aerosol particlesto
determine if they are biologicd in origin. This component may aso classfy the
suspect aerosol by broad category (e.g., spore, bacterium, toxin/macromolecule, or
virus). In its smplest form, the detector acts as a“gateway” for further anayss. If the
sample exhibits characteristics of biologica particles, it is passed through to the next
leve of andyds. If the sample does not exhibit such characteridtics, it is not passed to
the next level of andlyd's, thereby conserving andytical consumables. It isimportant
to note that detection has traditiondly taken place after the trigger function. For
example, an aerosol particle szer (APS) triggers, then a detector (e.g., flow
cytometer) examines the aerosol for biologica content. Many of the newer detection
technologies combine the trigger and detection functiondities into asingle

indrument, cregting a cueing ingrument. As described in section 4.1, the cuefirst
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detects arisein particulates then determinesiif the particulates are of biologicd

origin. If the sampleisbiologicd, the collector gathers a sample and passes it directly
to the identifier.

| dentifier

Anidentifier is a device that specificaly identifies the type of biologica agent
collected by the system. Identifiers are generdly limited to a preselected set of agents
and cannot identify agents outside of this set without the addition of new identifier
chemigtry/equipment or preprogramming. Because the identifier performs the find
and highest level of agent detection, it isthe most critical component of the detection
architecture and has the widest variety of technologies and equipment available. The
information obtained from the identifier is then used to determine protection

requirements and trestment of exposed personnd.

4.6 System access

The system access prevents unauthorized access and protects the premises from an
intruder attack. It comprises of the card reader and the ID card-purpose being every
employeeis equipped with an 1D card that they swipe in the card reader to gain
access into the protected premise. It uses biometrics to strengthen the identification
process asthe ID card tells that the card belongs to the company while the biometric
tells that you belong to the company. The following class diagram explains this

architecture.
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Figure 37 Access ar chitecture
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Chapter 5: System Behavior

Once the detic structure isin place identifying dl the objects of the system, the
system behavior diagrams show the interactions between these objects as they

achieve the various tasks chaked out for the system.

5.1 Interaction Diagrams:

Interaction diagrams model the behavior of use cases by describing the way groups of
objects interact to complete the task. The two kinds of interaction diagrams are
sequence and collabor ation diagrams.

Interaction diagrams are used when it is required to mode the behavior of severa
objectsin ause case. They demonstrate how the objects collaborate for the
behavior. Interaction diagrams do not give an in depth representation of the behavior
Sequence diagrams, collaboration diagrams, or both diagrams can be used to
demondtrate the interaction of objectsin ause case. Sequence diagrams generaly
show the sequence of eventsthat occur. Collaboration diagrams demonstrate how
objects are statically connected. Both diagrams are rdlatively smple to draw and

contain Smilar eements. [13]

5.1.1 Sequence diagrams
Sequence diagrams demongtrate the behavior of objects in a use case by describing
the objects and the messages they pass. Consider for example the Use case for Access
contral; in this the user submits a card which has an access code associated with it.

The user is prompted to enter the code upon swiping the card. If the code iswrong a
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prompt isissued for reentry of the code. The user is dlowed to enter the code thrice

before the card is confiscated and security alerted.

The following sequence diagram illustrates the class objects and interaction between

them that is needed to accomplish this entire card verification process:
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Figure 38 Card Verification

A person swipes his ID card and enters code. The keyboard object communicates
with the reader which has an inbuilt processor that checks the code, if there is an error
or a match is not found the error message is displayed. At the same time the function
will keep track of the number of times the code has been entered by incrementing
variable “i”. If of course the code keyed in was right the door lock is opened and the

motion sensor will register how many people have tried to enter. In case the number
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of persons entering is more than one an alarm is sounded or if the number of times the

code entered is >3 the card is captured, door islocked and security aerted.

The following sequence diagram explains the messages exchanged when athreet is
detected in the environment. The sensor that detects abnormdlity in the environment
sets off an darm as wdll as puts the sgnd on the network. If the threat is determined
to be correct (See Sensor Fusion Chapter 6) the dampers are actuated to sedl off the
ducts of the HVAC system, the UV lights are switched on and the ducts are

pressurized.
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Figure 39 Sensor Alarm

The next sequence diagram explains the dlarm generation process. It illustrated the
response of the sensor on detecting an abnormdity. An darmis sounded and the
message is put on the network.
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Figure40 Alarm

The darm system is set off after receiving messages from any sensor. However this
diagram is an abdtraction of the redundant logic used by sensors for determining if a
measurement isindeed violating its limits. The internd logic of the sensorsis hidden

and is shown in the sequence diagram covered in the Sensor Fusion chapter # 6.

The next diagram explains the messaging that has to take place in order to protect the
IS system form unauthorized access. This works in conjunction with the reader
system, giving atwo layered security system where the first prevents unauthorized
access while the other makes sure that the person has passed al the appropriate
channds before logging onto the IS system. Here the | S system checks for the user
account after receiving the correct username and password. Once the account is

verified, the IS system then checks to see if this was an authorized entry into the
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premises. Only then does it let the person access the system. If the person has not

passed through the appropriate channels the system derts security.

| | : :
| | [ |
| | L
| login;password] | [login; password] Nlogin;password]
verify account
display error n=0;usemame/password invalid
e — — = —— e ———— f——— g = = = — — —

access denied

,.—‘_‘ check record user

—— i \ stem scord -
'\"--‘__\_\_

recurdval::la =true
I tecrue) !

Ty =] ACCESS vlulallun:

g —h“"‘“-‘...\ra_c-nrd entry

Figure41 1S Security

5.2 State and Activity Diagrams

5.2.1 State Charts
State diagrams are used to describe the behavior of asystem. State diagrams describe

al of the possible states of an object as events occur. Each diagram usudly
represents objects of asingle class and tracks the different states of its objects through

the system.
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State diagrams demondtrate the behavior of an object through many use cases of the
system. Not dl classes will require a state diagram and state diagrams are not useful
for describing the collaboration of dl objectsin ause case. State diagrams are other
combined with other diagrams such asinteraction diagrams and activity diagrams.

The following state diagram divides the system into 4 major States:

1. Normd dae Indicating the sysem is fully functiond, with dl darms resst
and faults cleared. The trangtion out of this state is when an larm occurs.
The system dert date is a super sate comprising of two smaler Sates
2. Check for False darm: Here based on information received thereisa
trangtion to the maintenance state( this occursif afase darmisreceived) or a
trangition to the two sub states
> Intruder threat: The threst is determined to be that of an intruder and
appropriate actions are taken. Once the Situation is restored back to
norma (indicated by the setting of the Situation Normd flagto 1) a
trangtion is made to the sysem normd sate
» Bio Threat: Thethreat is determined to be that of a chemicd/biologica
agent and appropriate actions are taken. Once the Situation is restored back
to normal(indicated by the setting of the Situation Normd flag to 1) a
trangtion is made to the system normal state
3. Sysem Wait: The sysem is norma but monitoring sill continues, any further
faults are logged and trangtions are made to maintenance. Once timer expires

the SysNormal flag is set to 1 and system goes back to normal state
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4. Maintenance All faults are attended and trangition isto the norma system

sate when flag Fault Cleared isset to 1
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Figure42 System Statechart
The Statechart in Figure 42 shows the various states the sysem isin when an

employee attempts access to the system. The states explain the entire approach of

vaidating an employee while alowing him access to the premises.
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Figure 43 Access System Statechart

5.2.2 Activity Diagrams
Activity diagrams describe the workflow behavior of asysem. Activity diagrams are

smilar to Sate diagrams because an activity is the state of doing something. The
diagrams describe the state of activities by showing the sequence of activities

performed. Activity diagrams can show activities that are conditiond or pardld.

Activity diagrams are used in conjunction with other modeling techniques such as
interaction diagrams and state diagrams. The main reason to use activity diagramsis
to model the workflow behind the system being designed. Activity Diagrams are dso
useful for: andlyzing a use case by describing what actions needs to take place and
when they should occur; describing a complicated sequentiad agorithm; and modeling

gpplications with pardlel processes.
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However, activity diagrams should not take the place of interaction diagrams and
date diagrams. Activity diagrams do not give detail about how objects behave or

how objects collaborate.
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Figure 44 Authorized entry
The activity diagrams show the sequence of events that have to be followed to

correctly realize authorized entry. It sarts with deciding if the accessistemporary or
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regular authorized access. The system then continues with the verification process
and enligts the steps to be taken to prevent unauthorized access and tailgating. It
summaxrizes the sequentia flow of events for authorized and unauthorized access into
the building. The diagram shows the card being captured after three attempts at the

access code.

AlramActivation
SoundAlarm

Lock Doors

SecurityAlerted

AttendReason

Figure45 Alarm

Alarm activation incase of intruder entry. The darm action is accompanied by

locking the doors to cut out any attempts at retrest.
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This activity diagram condenses dl the use cases for the accessinto one single
diagram. It covers entry, check, authorized/temporary/unauthorized access and darm

generation.
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Figure 47 Enrollment
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This covers the enrollment process. A standard procedure required for registering the
user and building up the database. The whole process requires an authorized persona
to take the steps of enlisting the employee into the system.
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Figure 48 Monitoring CB threat

An activity diagram that explains the steps that need to be adapted in the wake of a
chemica/biologicd atack. Here the focusisto switch to dternate ducts provide they

are not contaminated. Air qudity checks are made to determine either case. Isolation
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of the suspected areais carried out and followed y a pressurization to prevent lesks

into the environment. Thus containing the attack and not dlowing it to spread.
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@ontinueMontioringj

Figure49 Error Checks
Here a master/dave configuration is used. If adrift is observed in the measurements

logic is used to determine whether the drift is +/- the tolerance leves. If it is contral is

switched over to the dave and diagnostics Sgnd a fault in the master system.
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Figure 50 Power Failure

If the power supply to the system fails there has to be back up supply to provide
uninterrupted service. The activity diagram illustrates how an uninterrupted power

supply can be ensured to the system.
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Figure511Ssystem
The steps to be taken to protect the IS system from any breach in security. If access

has not been attempted after clearing appropriate channels accessis denied derting

Security.
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Chapter 6: Sensor Fusion

As per Requirement # 2 , the fault darm must be kept low. This can be done if
sensors collaborate and share their measurements to arrive at a consensus. This
gpproach is caled sensor fuson, not only does it increase the rdiabilty of the

measurement it also decreases the contingency of afdse darm.[25]

6.1 I ntroduction
A human being recognizes externd environment by using many kinds of sensory

information. By integrating these information and making up lack of information for
each other, amore reliable and multilateral recognition can be achieved. Sensor
Fusion redlizes new senaing architecture by integrating multi-sensor information so
that rdiable and multilatera information can be extracted, which can redize high
level recognition mechanism. The fusion method must be designed carefully,
because an inappropriate fuser can render the system worse than the worst

individual sensor.

Sensor fusion can be divided into three classes: complimentary sensors, competitive

sensors, and cooperative sensors.

» Complimentary sensors do not depend on each other directly but can be
merged to form a more complete picture of the environment, for example, a
set of radar stations covering non-overlapping geographic regions.
Complementary fusion is easly implemented since no conflicting information

IS present.
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» Competitive sensors each provide equivaent information about the
environment. A typica competitive sensng configuration isaform of N-
modular redundancy. For example, a configuration with three identical radar
units can tolerate the failure of one unit. Thisisagenera problem that is
chalenging, Snce it involves interpreting conflicting readings

» Cooperative sensors work together to drive information that neither sensor
aone could provide. An example of cooperative sensng would be using two
video camerasin stereo for 3D vision. Thistype of fuson is dependent on
details of the physica devicesinvolved and cannot be approached as a generd
problem.There are two types of mgor agorithm areas VVaue Fusion and
Detection Fusion; these topics are covered in detail in Chapter 8.Consider the

example where two sensors are tracking object motion
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Here the object has certain attributes: The position information determines where

objects are, whereas the identity information determines whet they are.
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Figure52 sensor fusion

The sequence diagram illustrates how sensors group and communicate with eech
other to confirm information regarding measurements. When one sensor detects a
threat, it passes the information to the next configured sensor that may/may not
confirm the threet. If with the combined information from both the sensors the threst

is confirmed then the darms are sat off and the centrd unit is notified.
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Sensor fusion nat only makes the system more robugt it aso minimizes the likelihood
of having non diagond dements dominating the confuson matrix. In view of
requirement# 2 a confuson matrix with diagona eements>0 and non diagond

dements =0 is desired.

A confusion matrix (Kohavi and Provost, 1998) contains information about actual and
predicted classfications done by a classfication system. Performance of such
sysemsis commonly evauated using the datain the matrix. The following teble

shows the confusion matrix for atwo class classfier.[26]

The entries in the confusion matrix have the following meaning in the context of our

Sudy:

a isthe number of correct predictionsthat an indtance is negative,
b isthe number of incorrect predictions that an ingtance is positive,
c isthe number of incorrect of predictions that an instance negative, and

d isthe number of correct predictionsthat an ingance is positive.

Predicted
Negetive | Pogtive
Actud Neg.agve A b
Pogtive C d

Table 28 Confusion Matrix

Severd gandard terms have been defined for the 2 class matrix:
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The accuracy (AC) isthe proportion of the total number of predictions that

were correct. It is determined using the equation:

—_ a+d
A= T rvo T [1]

Therecall or true positive rate (TP) is the proportion of positive cases that

were correctly identified, as caculated using the equition:

TP=_4d
c+d [2]

The false positive rate (FP) is the proportion of negatives cases that were

incorrectly classified as postive, as caculated using the equation:

Fp=_b
a+ b [3]

Thetrue negative rate (TN) is defined as the proportion of negatives cases that

were classfied correctly, as calculated usng the equetion:

TH =2
a+5 [4]

The fal se negative rate (FN) isthe proportion of positives cases that were

incorrectly classfied as negative, as caculated usng the equation:

Fh=_¢
c+d [5]

Finaly, precison (P) isthe proportion of the predicted positive cases that

were correct, as calculated using the equation:
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b+d [6]
We obviously desire that the matrix terms a and d be high while b and ¢ be low. This
chapter helps to quantify requirement# 2 that asks for a low fault rate. Chapter 8

involves finding the minimum fault rate for a given deployment strategy that will not

violate the cost constraint.
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Chapter 7: Characterizing Evacuation behavior with Agent
UML

7.1 An | ntroduction

Agents are an extension of active objects, exhibiting both dynamic autonomy (the
ability to initiate action without externa invocation) and determinigtic autonomy (the
ability to refuse or modify an externd request). Thus, our basic definition of an agent
is“an object that can say ‘go’ (dynamic autonomy) and ‘no’ (deterministic

autonomy).”

The Unified Modding Language (UML) is gaining wide acceptance for the
representation of engineering artifacts in object- oriented software. The view of agents
as the next step beyond objects led to exploration of extensonsto UML and idioms
within UML to accommodate the distinctive requirements of agents. The result is
Agent UML (AUML). Agent UML (AUML) synthesizes a growing concern for agent
based software methodol ogies with the increasing acceptance of UML for object-

oriented software devel opment.

7.1.1UML and AUML

To make sense of and unify various approaches on object oriented andysis and
design, an Andysis and Design Task Force was established within the OMG. By
November 1997, a de jure standard was adopted by the OMG members cdled the
Unified Modding Language (UML) formdizes the methods of many approachesto
the object-oriented software lifecycle, including Booch, Rumbaugh, Jacobson, and

Oddll.
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Many researchers have argued that UML provides an insufficient basis for modeling
agents and agent-based systems. Basicdlly, thisis due to two reasons: Firdly,
compared to objects, agents are active because they can take the initiative and have
control over whether and how they process externa requests. Secondly, agents do not
only act inisolation but in cooperation or coordination with other agents. Multiagent
systems are socid communities of interdependent membersthat act individually. To
employ agent-based programming, a specification technique must support the whole
software engineering process — from planning, through andysis and design, and
findly to sysem congruction, trangtion, and maintenance.

A proposd for afull life-cycle specification of agent-based system development is
beyond the scope for this thess. Both FIPA and the OMG Agent Platform SIG are
exploring and recommending extensonsto UML. Moreover it is planned that within
the European network of Excellence AgentLink aworking group should be
established on thistopic. In thisthes's, we will focus on anew subset of an agent-
based UML extension for the specification of the agent interna behavior of an agent
and rdating it to the externd behavior of an agent using and extending UML class

diagrams.

7.2 UML Class diagrams —evisited

Firg of al acloser ook at the concepts of object oriented programming languages,

namely the notions of object and class and adapt it afterwards to agent based systems.
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7.2.1 Basics

In object oriented programming languages an object conssts of a set of instance
variables, also called attributes or fields, and its methods. Creating an object its object
identity is determined. Ingtance varigbles are identifiers holding specid values,
depending on the programming languages these fields can be typed. Methods are
operations, functions or procedures, which can act on the instance variables and other
objects. The vaues of the fields can be ether pre-defined basic data types or
references to other objects.

A class describes a set of concrete objects, namely the instances of this class, with the
same gructure, i.e. same instance variables, and same behavior, i.e. same methods.
There exists a tandard method 'new’, to create new instances of aclass. A class
definition congsts of the declaration of the fidds and the method implementations. It
congsts of a specification or an interface part aswell as of an implementation part.
The specification part describes, which methods with which functiondity are
supported by the class, but not how the operation isredized. The

implementation part defines the implementation / redization of the methods and is
usudly not visble to the user of the method. The access rights define which methods
are vighle to the user and which one are not. In most programming languages classes
define also types, i.e. each class definition defines atype of the same name.

Some programming languages alow in class definitions aso the definition of class
variables, which are shared by dl classes, in contrast to instance variables belonging

to asingle object. i.e. each instance of a class has its own storage for its instance
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variables, in contrast to class variables which share the same storage. Class variables
are often used as a subgtitute for global variables. Beyond class variables, there are
often used class methods which can be called independently of a created object

and are used as global procedures.

7.2.2 Relating Objects with Agents

As dready stated, an agent is more than an object, see figure 52

attribute

attributs

attributa

-
object

agent head
{goals, actual stats, ...}

action

(]
I=

Agent

Figure 53 Object vs. Agent

We have autonomy, pro- and re-activity, the communication is based on speech act
theory (communicative acts, CA for short), theinterna state is more than only fidds
with imperative data types, and additiond features. All these concepts have to be

supported by aclass diagram for agents. In the agent oriented programming paradigm
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we have to digtinguish between an agent class defining on the one sde the type of an
individua agent and being on the other Sde a blue print for individua agents, i.e. an
(individud) agent is an instance of an agent class. Therefore we specify the schema of
an agent class which isthen used in programs as indantiated agents. An agent can be
divided into the communicator - doing the physical communication, head - deding
with godss, states, etc. of an agent - and body - doing the pure actions of an agent. For
the interna view of an agent we have to specify the agent's head and bodly.

The reaction to events and pro-active behavior can be defined either by pro-active
actions or agent head automata for pro-active behavior. Not only methods can be
defined for an agent which are only visible to the agent itsdf, but actions which can
be accessed by other agents. But in contrast to object orientation the agent decides

itself whether some action is performed or not. [27]

7.2.3 Agent Class Diagrams
A classdiagramisagraphica view of the gatic structurd modd. A classin the sense
of object oriented programming is a blueprint for objects, in our context an agent
class hasto be ablueprint for agents. A class describes a set of concrete objects,
namely the ingtances of this class, with the same dructure, i.e. same ingtance
variables, and same behavior, i.e. same methods. There exists a Standard method
'new’, to creste new instances of aclass. A class definition consists of the declaration
of thefidlds and the method implementations. It congsts of a specification or an
interface part aswdl as of an implementation part. The specification part describes

which methods with which functiondity are supported by the class, but not how the
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operation isredized. The implementation part defines the implementation /

redization of the methods and is usualy not visble to the user of the method This

can be elther an ingtance of an agent or a set of agents satisfying some specid role or
behavior. These describe the kind of agentsthat exist in the system. In standard UML,

there is a notation for active objects (with their own thread of execution).

Agents must have their own thread of execution, but they are not mere objects. they
have aknowledge of their environment (by means of sensors) and may act upon it (by
means of effectors). They have abilities and can be requested to perform a certain
action. Thisis different from invoking a method on them, as the agent may refuse to
perform the action. Figure 42 (Agent class Person) shows the symbol we use for
Agent Classes. White dots are used to indicate sensors and effectors. It is possible to
connect other (Agent) classes to these dots to mean that the agent can sense or act
upon that other class. Most of the times, Agent Classes have a statechart diagram
specifying the agent behavior (see Figure 41).A Satic object diagram is an instance of
a class diagram, where objects and their relationships may appear. It shows a
sngpshot of the Sate of the system at a point in time. Here we include Agentsin this
kind of diagrams. These are ingtances of Agent Classes, and are represented in a

smilar way (see Figure 41).

7.2.4 Single room model

This section dedls with the smpler case, in which we consder evacuations of sngle

rooms. In our model, rooms are discretized and represented as two-dimensiond,
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rectangular grids. The Figure attempts to explain the behavior of the agent using a
datechart. In theinitid date the agent enters the “moving randomly” gstate. Timeis
discretized, so that movement of agents can be recorded. Agents with the capabilities
described in Figure 42 can only see and move; they do not communicate. Once an

agent sees adoor, its objective is to move towards it.

' ™

tm{ 1 ¥move
D door [at door]

maving 1o exit

[door) [elsa)'move
move(door) .. (morepopulated)

R
door,morepopulated; =lookaround()

L% P

Figure54 Statechart
Figure 53 is a Statechart representing this behavior. Trandtions in the mode invoke

methods (lookaround() and move()), which should be considered as the agent
capabilities. These capabilities make use of the agent’ s sensors and effectors which
are described in the class diagram. When the agent isin the state
1. Move Randomly. It looks around(lookAround()) and if it finds a door the
trangtion move(door) causesit to go to moving to exit. If it does't find the
door it goes to morepopulated area which leads it back to the moving
randomly state with other agents The agent’ s structure is shown in Figure 42.
2. Inthe Moving to exit Sate the sensor will aways move from one door to

another until it finaly finds the exit which does not connect to any other door.
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Figure55 Person class

Figure 54 shows an agent class Person, which has a sensor sight and an effector -

legs. Relationship “isvishle” and “move’ date that the sensors and effectors can act
(move) or sense(see). In this case, the sight sensor can sense either Doors, Walls or
other person. The legs effector can act on Roomsi.e., agents can wak into/in the
room. Agent capabilities move and lookaround are specified in the Agent class, these
were used in the statechart of Figure 41. Attributes positionfromdoor_x and
positionfromdoor_y are used to store the position of the door the agent is moving
towards in the case he has seen adoor before. A Person is Situated in aroom, and this

is expressed with the relationship class Postion.
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The area of building isredtricted to congst of aroom made of severa doors and
wals. Doors are placed in wals with the rdationship has. The dimensions of the
room are stored in attributes breadth, height and length. The door coordinates are
dored in its attributes. The interaction between the environment and the agentsis

expressed by using the sensor/effector notation.
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Figure 56 An agent diagram

Figure 55 shows an agent diagram that reflects the way in which an agent can sense
the presence of doors or other agents. The Figure shows a Stuation in which an agent
(rl) is able to see another agent (r2) and a door. The condition for thisto happenis

that no other visible object must be between rl and r2 or the door.
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7.2.5 Extending the model for multiple rooms
In this section, we consider buildings with multiple rooms. The agent structure must
be extended with a*“menta” representation of the map of the building to guide the

agent in his navigation towards the exit.

Consdered here are two Stuations:

1. inthefirgt onethe agent does not have any a prior knowledge of the building
layout, he builds his menta map while exploring the building looking for the
exit.

2. Inthe second Stuation, we assume that the agents have partia or tota

information about the building.

In both cases, the menta map is used by the agent to navigate trough the building.

Class Building has been introduced, composed by a number of rooms. Class Door has
been extended with the attribute type indicating if the door is an exit or leadsto
another room. Inner doors are connected to other inner doors leading to other rooms;
exit doors are not connected to other doors, as they lead to the outside.

The mentad map of the environment the agent builds and uses for navigetion is

shown. The agent is able to recognize aroom if he has been in the room before. The
same happens with doors ingde rooms. The agent dso remembersif he has explored
the door before or not. Thisis because as per the statechart in Figure 45 the agent

memorizes rooms and locations once they have been visted. The agent capabiilities
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have been extended with the possibility to memorize new rooms or doors asthey are

discovered. If the agent has aprior knowledge of the building map, then this

capability guides the agent through the rooms towards the exit. If the agent does not

have aprior knowledge, then his menta map may not be complete, and severd

Stuations can arise. In the first casg, if he knows an exit door in the current room, this

isthe door it will take. If an exit door is not present in the current room, then the

agent moves out of the current room and looks for it in other rooms.
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In the Satechart diagram below the agent is assumed to be in aroom. It identifies

Figure57 Class Diagram for multiplerooms

three possible tates in the superstate where the agent is trying to get to the exit. The

three possible states arise due to the three decisons to be made viz;
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1. doesthe agent know the exit door- in this case the agent moves directly to the
Moving to exit door date. This Sate eva uates when the exit isin the room the
agent currently isin.

2. The second state is when agent does not have knowledge of the exit and enters
the moving randomly supergtates. This has two possible states one is where
the agent moves from one room to another and checks for the exit. So by
default it enters the State in new room. The agent checks for the door, if the
door is present and is the exit the exit_door causes atrangtion to the Moving
to Exit Door date. If it isnot the exit the agent moves to the Move to inner
door state

3. Inthisgate the agent comes out of the door and checks hislocation if the
location is familiar and he knows the location of the exit he moves towards the
exit if not he movesto the next room being the one it hasn’t entered before.

On exiting from both the states in moving randomly the agent memorizesthe

room aswdl as the location.
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1Gotonewroomi);
1Gotol
Setadaonl) newropm!=oldroom

Mawving out of inner door

Fnowpy
get=g

5
plhtoexit! location:=get coardinates()
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Figure 58 Behavior
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Chapter 8: Tradeoff Studies— Cost vs. Performance

Two types of tradeoff studies are considered in the following sections. The first study
isthat of acard reader system used for access control. It is designed to prevent
unauthorized access with the conflicting requirements of minimizing time and
maximizing reigbility while keeping cogs at aminimum. The other study is of
positioning sensors in an area SO as to ensure redundancy, detect threats with alow

fault rate and at alow cost.

8.1 One Dimensional Solution

Using Depth as amain control factor an agorithm was devised to switch the sensors
depending on the inputs received. This basicaly switches on the sensor inaroom at a
distance of asingle door to the room that has been entered. A mgor premise hereis
that upon recelving atrigger the sensors of the closest rooms should be dert. The
problem was implemented using Visua Basc for Macrosin Exce
Thisisaone dimensond solution usng mainly atrigger to operate a group of
sensors. For eg. as per Fig. 58, when an intruder enters aroom the nearest sensors
will be triggered from their deep Sate.
Assumeif the object of interest isin R4 and the intruder knows that
Then the potentid path of the intruder would be

Entrance- Rear-Room3-Room4
When the entrance button is selected the closest rooms viz; room1, room2 and the
rear pace are in an aert Sate. The depth matrix is sampled to get the proximity

information. When the rear space door is opened Room 3 Room 5 and the main
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entrance are dert. If the door islocked in R4 then there is no reason for the sensor to
pick up but as soon as the door in Room 3 is opened the sensor should be switched on
as Room 3 controls full accessto room 4.

Thisway the path of an intruder can be tracked by adaptively switching on sensors.

Thefalowing illustrations show the status when each room is entered.
Now indicates the sensor is switched on

Wait indicates sensor isin passve mode

Figure 59 Entrance enter ed
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" Room 2 s
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Figure 60_Rooml

" Room 5

{" Room 2

) " Entrance
NOWI

Figure 61 Rear entrance
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(~ Foom 2

Figure 62 Room 4 entered

The sheet used for calculations and running the macrosis shown below
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Figure 63 Worksheet
Using the logic of closest rooms getting triggered to dert state the results for the

floorplan with loops are:
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" Room 4

1I [l IT

" Room &
© Room 3
" Rear
£ Room 1 " Room 2

Figure 64 Entrance

When the main door is opened the closest rooms are obtained from the depth matrix

and room number 2, 1 and the rear space istriggered to Alert Sate.
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" Room 4
1HHJ-I|II-!
i Room 3
" Room 2
WAl
C " Entrance
MOW!
Figure 65 Room 1

When room 1 is entered the closest rooms are obtained from the depth matrix and the

areato the main entrance and the rear space istriggered to Alert Sate.

" Room 4
1lln||-!
" Room &
" Room 3
" Room1 i""Entered

" Entrance

Figure 66 Room 2
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When room 2 is opened the closest rooms are obtained from the depth matrix and

room number 3 and the main entrance spaceistriggered to Alert date.

 Room &

 Room 1

{ Entrance

Figure 67 Room 3

When room 3 is entered rear space, roomz2, room4 are aerted
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" Room 5
" Room 3
© Room 1 i Room 2
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¢ i Entrance
Figure 68 Rear
When the rear space is entered room3, 1, 5, main entrance.
" Room 4
5
" Room 3
" Rear

" Room 1

" Room 2
VAt

* Entrance

C

Figure 69 Room 5

162



When theroom 5 is entered rear space isderted. Thisis a one dimensond solution to
the problem. However there are other operations that can be used to ensure protection

agang intruders and this can be done using data from multiple sensors.

8.2 Cost-Performance tradeoff sensor network

8.2.1 Introduction
The sensor network considered can be used to monitor the environment, detect,
classfy and locate specific events, and track targets over a specific region. Examples
of such sysems are in surveillance, monitoring of pollution, agriculture or civil
infrastructures. The deployment of sensor networks varies with the gpplication
congdered. It can be predetermined when the environment is sufficiently known and
under control, in which case the sensors can be sirategically hand placed. The
deployment can aso be undetermined when the environment is unknown or hogtile
in which case the sensors may be deployed by other means, generdly resultingin a

random placement.[ 28]

We consider deployment strategies for sensor networks performing target detection
over aregion of interest. In order to detect atarget moving through the region,
sensors have to make local observations of the environment and collaborate to
produce a decision that reflects the status of the region covered [29]. This
collaboration requires local processing of the observations, communication between

different nodes, and information fusion [30]. Since the loca observations made by the
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sensors depend on their position the performance of the detection dgorithmisa

function of the deployment.

One possible measure of the goodness of deployment for target detection is called
path exposure. It isameasure of the likelihood of detecting atarget traversng the
region using a given path. The higher the target detection, the better the deployment.

The st of paths to be considered may be constrained by the environment.

In this study, the deployment is assumed to be random which corresponds to many
practica gpplications where the region to be monitored is not accessible for precise
placement of sensors. The room under consideration is divided into a10 X 10 grid
and random placement of sensorsis dlowed. The focus of this study isto determine
the number of sensors to be deployed to carry out target detection in aregion of
interest. The tradeoffs lie between the fault rate, the cost of the sensors deployed, and

the redundancy used.

8.2.2 Model Used

Congider a10 X 10 room with n sensors deployed at locations S, i = 1...n. A target a
location u emitsasigna which is measured by the sensors. The sgnd from the target
decays as a polynomid of the distance. If the decay coefficient isk, the Sgna energy

of atarget a location u measured by the sensor at 5 isgiven by

Siu) =K/ |lus I ()
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where K isthe energy emitted by the target and ||[u- s || is the geometric distance
between the target and the sensor. Depending on the environment the value k
typicaly rangesfrom 2.0 to 5.0 [4]. Energy measurements at a sensor are usudly
corrupted by noise. If Ni denotes the noise energy at sensor i during a particular
measurement, then the total energy measured at sensor i, when the target is at location
u, is

E(u) =S(u) + N (8
The sensors collaborate to arrive at a consensus decision as to whether atarget is
present in the region. There are two basic gpproaches for reaching this consensus

Vdue fuson and Decison fuson [31].

In vaue fuson, one of the sensors gathers the energy measurements from the other
sensors, totals up the energy and compares the sum to a threshold to decide whether a
target is present. If the sum exceeds the threshold, then the consensus decision is that
atarget is present. In contras, in decison fuson, each individua sensor comparesits
energy measurement to athreshold to arrive a aloca decision as to whether atarget
is present. The locdl decisions (1 for target present and O otherwise) from the sensors
aretotaed at a sensor and the sum is compared to another threshold to arrive a the
consensus decision. In some Stuations, vaue fusion outperforms decision fuson and

viceversa

8.2.3 Value Fusion.

The probability of consensus target detection when the target is a location u is

D(u) =2 Prob(Ei(u)) = 2. )
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where ?is the fuson threshold. The noise processes at the sensors are assumed to be
independent and white Guassan. Due to the presence of noise the sensors may
incorrectly decide that the target is present even though there is no target in the fidd/

The probability of a consensus fdse target detection is

?2Ni=? (10)

8.2.4 Example
Assumptions:
Assume the area of interest is can be thought of asa 10 X 10 unit? grid. The sensor
locations will be decided by the permissible range between them which is assumed to
be 1 unit. Assume the noise process at each sensor is Gaussian with mean 0 and
variance 1. Further assume that the sensors use value fusion to arrive a a consensus
decison. Then, from Equation 2, we chose athreshold ? = 3.0. The target emitsan
energy K = 12 and the energy decay factor is 2. The probability of detection is
computed using equation 7. The congraints to this problem are that cost hasto be
considered while deployment. The cost includes the cost of the sensor as well asthe
cost of deployment. Assumptions made here are that if the sensor is closer to the
target its cost is higher. This dlows the two congraints cost and detection to fight

each other as they would be inversely reated.
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The tradeoff study is defined as:

Objective function:
Min ? Noise so that reading is as accurate as possible

Constraints -
Detect Target -? probabilities should be = threshold
Cost constraints - Cost of Deployment = budget

8.2.5 Problem For mulation:

Sensor distance matrix
1 2 3 4 5

5.157832 5 9.181756 5.713798
5.157832 9.567374 5 5
5 9.567374 12.21903 7.343005
9.181756 5 12.21903 5.068564
5.713798 5 7.343005 5.068564

Table29 Matrix

g B~ WN PP

The inter sensor distanceis caculated to specify the range each sensor must have
while the solver evauates different sensor positions. This prevents one sensor to be
placed on another or on the origin which would be the target position. The distance
from the target is the geometric distance and the detection probability is derived from
equation 1 while the noise is determined as a Gaussan distribution and a property of
the sensor. The more the distance the greater the noise. But the closer the sensor the

more the cost which isinversdy proportiond to the distance from the target.
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Select Sensor Sersor  Cost of Deployment Semsor Position ; iton Distancefrom Target  Detection Probability

0 1 B34.427191 10.0000 50000 0 0 11.18033568 0.0%

0 i 1465.35128 67353 1.0068 0 0 6810173874 0256740758
1 3 7071067812 10.0000 10.0000 0 0 1414213582 0.06

1 4 4892893218 1.7363 1.0000 0 0 2002346758 2991477924
0 5 1453360017 42964 53718 0 0 6880607613 0253470841
2

Decay Coefficient 2
Energy from target 12

Budget Cost of Sensor <= §
5700 5700
Objective Function
Fake Alam False alert <= thres hold
0.30479793%6 0.187
Sumdetect = Threshad
3051477924 3

0.085118504
0.087603843
0.08076516%
0.244032787
0.086802406

Figure 70 Trade off sheet
The sdect sensor column is a Boolean variable that dlows for the sdection of the

sensor. The number of sensors selected can be set as a congtraint as the amount of
redundancy required. As the redundancy increases the performance improves as the
detection is the sum of the individua sensor measurements, but the cost and likewise
noise aso increased. Linear programming is used to minimize the noise by varying
the locations of the sensors and without violating the condraints of cogt, inter-sensor
range and integer vaues for selection. The results of the runs can be found in the
gopendix; the graph below summarizes the relation between cogt, threshold for
detection and the noise. These results were obtained by keeping range constant and

limiting the sensor selection to 2.
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Figure 71 Detection vs. Cost

Since the detection improves as the sensors are placed closer to the target which is
possible only at ahigher cost the curve for detection vs. cost goes upwards with cost
increase. While noise drops as cost increases as the sensors are closer to the target and

give better performance.
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Figure 72 Noisevs. Cost
A second study was carried out by varying the number of sensors that should be used.

Here the number of sensors was varied from 1 to 5 and the cost congtraint allowed 4

and beyond sensors to be smultaneoudy introduced at the higher ends of the budget.

Noise
0.6
0.5
X ¢ 1 sensor
o 04 X 2 sensor
12 X
o 0.3 3 sensor
c X
0.2 o 5 sensor
0.1 X 4 sensor
’ * .
0 hd L S DD D D - ———
5 6 7 8 9
cost

Figure 73 Noisevs. Cost -Vary number of sensors

As the chart indicates noise levels reduce consderably with just asingle sensor asit

would e placed closer to the target. However as the number of sensors increases the
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cost does increase too but the performance deteriorates. So in this case having more

number of sensorsis not agood tradeoff. The higher curves show the poor

performance as compared to the lower ones viz the ones limited to 1 and 2 sensors.

The graph of threshold vs. cost attests the statement above.

cost vs. detection

7
6 [ ]

. ? = ¢ 1 sensal
5 & ||
4 T - = 2 sensal

hd []
3 .- X 3 sensar
> 4 sensqf
1 —*—5 sensar
0 T T T
5 6 7 8 9
cost

Figure 74 Detection vs. Cost -Vary number of sensors

8.2.6 Conclusion

The tradeoff study can be formulated with any assumptions and many other

condraints. However for the given problem keeping in mind redundancy as a mgor

criteriaand cost the next the curve for 2 sensorsis selected as the optimal operating

curve. Two sensors assure redundancy good performance at alow cost. The selection

of the Pareto point on the performance graphsis now trivial. From the graph of cost

VS. hoise we see that the point that can be consdered is

Point No Noise Cost Detection
1 0.08414 6.75 4442
2 0.069 7 482
3 0.06367 7.25 5.197
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4 0.0615 7.5 5.59

5 0.0609 7.75 6.0123
6 0.069 8 6.06
Table30 Conclusion

Point # 5 gives a very good performance at a higher price while point number 4 isa
good tradeoff between the two conflicting requirements and hence that becomes our
Pareto point. This point is not the optima point for the design but for the given data
and condraints this is the most feasible point that satisfies al congraints.

Extending this solution to combining logic using sensor probabilities;

Condgder the case when an entry is attempted at C, there are two sensors combined to
explain the type of entry. Say sensor S; isgood at detecting an entry aone but not the
type of entry (forced/authorized) whereas sensor S, can indicate the type of entry but
has overdl poor detection capabilities. Consder asngle state x of the system can
take on one of two values:

. X1: authorized entry has been attempted.

. X2: unauthorized entry has been attempted

. X3: NO entry has been attempted

Sensorl observes x and returns three possible vaues:

. 7. Observation of an authorized entry.

. 2> Obsarvation of an unauthorized entry.

.Z3: No entry observed.

The sensor modd for sensor 1 is described by the likelihood matrix Py (z | X):
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For afixed state, it describes the probability of a particular observation being made
(the rows of the matrix). For an observation it describes a probability distribution over
the val ues of true state (the columns) and is then the Likelihood Function E(x).

A second sensor which makes the same 3 observations as the first sensor but whose

likelihood matrix is P, (z2x) is described by

21 29 3
r; 045 0.1 0.45
zy 0.1 0.45 045
vz 0.45 0.45 0.1

whereas Sensor S; isgood at indicating an entry has been attempted; sensor S,
indicates the type of entry and has overdl poorer detection capabilities.

With auniform prior, when an observation z=z is made the pogterior isthe first
column of the likelihood matrix of sensor 1 and 2

P (x|z) = (0.45, 0.1, 0.45)
Ovedl likdihood function for the combined information from both the sensorsis

P12 (z1, 22|X) = P1 (z1[X) P2 (2[X)
Observe z1=z1 and z2=z1 and assuming a uniform prior the podterior is

P (x| z1, z1) = aP12 (z1, z1|x) = a P1 (z1]x)* P2 (z1|x)
Teking log
=(L (@k) + L (z]x) +C
= (-0.7985,-0.7985,-2.3026) + (-0.7985,-2.3026,-0.7985) +C
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(-1.597,-3.1011,-3.1011) +C
(-0.3680,-1.8721,-1.8721)

Where the congtant C=1.299 is found through normdization (which in this case
requires the anti-logs sum to one)

Here sensor S, adds information to help discern the type of entry into the area of
interest and significantly adds value to information provided by sensor S;.

For the example consdered the strategy devised is to use sensor fusion to cover the
map while kegping cost low and accuracy high. We combine information from two
inexpensve sensors that give arough estimate of the position and information from
highly accurate expensive sensors to correctly locate the target. The tradeoff isas

follows

Objective function

Minimize error

By changing Location of expensive sensors
Constraints

Cost < Budget

Detection => threshold
Inter-sensor distance => unit

For the inexpensgve sensors, we have two sensors which measure position of the
target. The sensor measurement has a given confidence. For the sensors the center, or
mean, of the ditribution is the estimated location of the object and the standard
deviations dong the mgor and minor axes of the distribution correspond to estimates

of the uncertainty (or noise) in the observation aong each axis. The digtribution
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corresponds to the conditional probability that the object isin any location, given the
observation.

For S; (sensor 1); the probability of estimation of S; in the x-axisis 88% and that in
the y-direction is 40%. Sensor S, has an estimation of 50% and 95% respectively.
Sx1=2andsy1=3

For S, (sensor 2)

Sxo=3andsy>=1

Provided two observations are independent and drawn from normal distributions, the
observations can be merged into an improved estimate by multiplying the
distributions.
*  Sensor measurements. z; > with covariance matrices P, P2 from two different
Sensors

e Solution: Optima estimate x with minima combined covariance matrix P:

g=_P 5. R 5.
X= Z+ 2%
R+R " R*P
P= ! B;
R+R

Based on this equation for atarget position of (2, 5) we get an estimate of (2.876,
4.6875) with adeviation of s (1.2, 0.75) Combining this information with that
obtained from the expensive sensors (see section on Sensor fusion for tradeoff with

Sensors); we get arevised estimate of the error in K by adjusting the previous error

2- 2
Sy (&) with S 20 obtained from the second st of sensors.
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sy (t)
S f‘ (tk) +S 22(tk) ,

The resulting estimate is now adjusted with estimate from the expensive sensors and

va ues obtained from the expensive sensors.

() =X (t)+ KAz(t) - X (t)]
s 2(t,) =[1- K]s (1)

Based on this equation for atarget position of (2, 5) we get a corrected estimate of
(2.0015, 4.99913) with adeviation of s (0.002069, 0.00207)

Initidly the optimum solution of the location is found for target postion (0, 0). After
which a sengtivity andlysis was done to see which of the positions satisfies dl target

postion fromn,=0....10 and n, = 0....10

The tradeoff is solved for al target positions by maintaining some positions constant
and reducing the degree of freedom, until afeasible set of locations is reached that
gives the best solution for the gven problem requirements and congraints. This set is

(1.083, 6.153), (5.74, 4.32), (2, 1), (5.028, 9.273), (10, 10) while maintaining cost a

13172.00517 $ within the limit of 15000 $.

location confidence
4574430873 16005121 1 1.0830742 6.153408547 0573465252 0144216599
358915172 1392 250234 1 57359904 4 323008056 0931531643 0.2254285814
141421 3062 4472 135955 1 2 1 G 000013333
7.549986051 948 052322 0 50277343 9 272891202 021051786 0.080454643
10. 63014531 07 1067312 1 1 1 010619469 0.066391395
72005160 4 7.671191585 0.436 1706

Figure 75 Expensive Sensor
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P-stdev {old)
S1measurement
S52measurement
S1estimate

52 estimate
estimate (old)
correction
New P

combined

combined

1.2

5.34

2.9

2.136

1.74

3.876
3.001386589
0.001899437
0.001386589

0.75

1.02

3.659

D765

0.9225
1.6875
1.999209318
0.001897634
-0.000790681

Figure 76 | nexpensive sensor
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Figure 77 Buttonsto maneuver in thearea

Note: In the graph below there exists an error between the sensor output and the

actua location. However the error is small of the order of 10" and cannot be

effectively depicted on thisscae.

177




Diagonal Path

—e—target

X A~ —=S1S2
. - /'i/ comined

unit

R O kP N W B~ 01 O
©
©

8.2 Card Reader system

8.2.1 M easur es of Effectiveness

An Intdligent Sensor Network for the protection of a building serves to protect the
building from any untoward incident. It should thwart any possible threet to the
system. Though the potentid threats to such a system are numerous only one type of
threat (Unauthorized access) is considered in this section. The Measure of
Effectiveness for such a system should include the system reliability and accuracy. It
should dso include the leve of redundancy incorporated in the system to reduce
potentia danger due to a sub system outage or mafunctioning. Since protection of

system is the chief concern the cost andyss takes alower priority in the andyss.
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8.2.2 Performance char acteristic

Minimizing the Cost: The system should provide maximum benefits such as
tamper proof environment resistant, built in back up power supplies etc at
minimum cog.

Maximizing the reiability would concentrate on features of the system such
as tamper proof, environment resistance. It would aso depend on the
redundancy built into the system

Minimizing the time required to clear asingle employee: Thisisadirect
measure of the speed of the system. If the system takes consderabletimein

clearing one employee the idea might not be feasible

8.2.3 Decision Variables

Timetaken by system look up: Thetime taken by the system is the service
rate of the readers. This, in the current study is a choice between two
manufacturers of card readers.

Number of card readers. Thisvarigble decidesthe cost, system rdlighility
and dso the time taken to clear an employee. If the number of readersis more
than the queue lengths are samdler but the rdiahility islower and the cost is
higher.

Number of engineers. This variable decides the cost of the system

8.2.4 Formulation:

. Minimize the cos

The cost is decided by:
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» Cog of The reader and scanner

» Choice between 2 makes (satisfying requirements) X1, X2 (Boolean
variables giving choice between the two makes) Cost of backup power
supply: Redundant supply available choices two makes Y1 and Y2
(Boolean variables giving choice between the two makes)

» Cod of software for networking capabilities, K1& K2(Boolean variables
giving choice between the two makes)

» Cogt of engineers developing database

W= Number of engineers deployed. Assume that engineers are paid @

25%hour. Number of hours= 4

Total Cost =R* (X1D1+X2D2) + (Y 1*DB1+Y 2* DB2+K 1* X 1+K2* X2+ 25* 4* W
where
R= number of card Readers

2. Maximize Rdiability
Rdiability of card reeder = R, Rdliability of scanner= Recan, Reliability of
card= Reaq . Réliability of tamper proof covering= Riap, Relidbility on adverse

environmenta conditions= Reny

Reigbility (maximize)
Religbility= (Reard)*( R*X)* (Roattery) “(R* Y})* (Reomm)™(R*K;) (11)
=>rdiability isthe product of independent component rdiabilities.
with X; =Boolean variable giving manufacturer; i= 1,2; Y; =Boolean varisble
giving manufacturer; j= 1,2; With k; =Boolean variable giving manufacturer;

i=1,2
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3. Minmize Time,
Minimize Time taken to clear one employee

0.5% (ca2+cp’2) * (D™ ((sart (2*R+2)-1)) [ (1-( AP R<N1  (12)

8.2.5 Mapping temporal behavior: Queuing models
The table below records the activity in abuilding. We use this data to get the inter
arrivd timesfor employees. Typicdly asin any other building the activity is marked
by peaks when people arrive in the morning and leave in the evening. In between
these peaks are those characterized by lunch bregks or early leavings. Thisdataisa

sample for a day, averaged from data collected over amonth and is used for this study

Hour #of people Arrival Rate
600-700 75 0.020833333
700-800 80 0.022222222
800-900 64 0.017777778
900-100 14 0.003838839

1100-1200 15 0.004166667
1200-1300 48 0.013333333
1300-1400 65 0.018055556
1400-1500 45 0.0125
1500-1600 10 0.002777778
1600-1700 20 0.005555556
1700-1800 70 0.019444444
1800-1900 60 0.016666667
1900-2000 A 0.009444444
Mean 46.1538462  0.012820513
Stdev 25.09929 0.006972025

Table31 Activity in abuilding
Mean arrival rate= 0.012820513
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Activity in a building

||:|Activity in a building
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Figure 78 Histogram
Having modded the ectivity of the building and having arrived & an inter arriva time

we need to develop amode that will capture the interarriva behavior and the number
of serversthat need to be ingtaled to cater to the employeesin order to minimize
waiting times. There are two mgjor factors in the system:

» Cog of providing service: cannot afford many idle servers.

» Cog of employee waiting time: employee will have to wait in longer queues

what we study here is atradeoff between these two factors.
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Figure 79 Tradeoff point
The figure shows the tradeoff between two conflicting requirements and the point that

serves as an effective compromise between the two requirements. This point is not the
optima point but a point that provides a feasible solution which satidfies dl the
requirements. For the tempora behavior queuing theory is used to characterize the
behavior of the card system. A pardld is drawn between the dlients as the employees
trying to gain access and the card readers as the server.
Characterigtics of Queue model§32]
1. Cdling population
infinite population: leads to smpler modd,
Finite population: arrivd rate is affected by the number of employees

dready inthe sysem.
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2. System capacity
The number of employees that can be in the queue or under service.
An infinite capacity means no cusomer will exit prematurely.

3. Arriva process
For infinite populaion, arrival processis defined by the interarriva
times of successve customers

Arrivals can be scheduled or at random times

4. Queue behavior describes how the customer behaves while in the queue
waiting balking - leave when they see the lineistoo long; renege - leave after
being in the queue for too long; jockey - move from one queue to another

5. Queuediscipline

FIFO - fird infirg out (most common)
FILO - firg in last out (stack)

SIRO - sarvice in random order

SPT - shortest processing time first

PR - service based on priority

6. Service Times
random: mainly modeled by using exponentid distribution or
truncated normal digtribution (truncate at 0).
Congant

Service mechanism describes how the servers are configured.
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Pardld - multiple servers are operating and take customer in from the
same queve.

Serid - customers have to go through a series of servers before
completion of service

combinations of parale and seridl.

Characterigtics of the mode aso include vaues for
| ariva rate (in cusomers per time unit)

‘m service rate of one server (in service/transaction per time unit)

Performance metrics

T average utilization factor, percentage the server is busy.
‘Lg  averagelength of queue

L average number of employeesin the system

‘Wq  average waiting timein queue

‘W averagetime spent in the system

‘Pn Probability of n employeesin the system

Utilization i.e. the fraction of time the server is busy is defined as aratio of the arriva

rate to the servicerate

Utilization =r =arrival rate/servicerate (13
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For this study we assume a G/G/ k modd which isamodd that has agenerd arriva
distribution a generd service pattern and has multiple servers. We do thisto

characterize the arrival distribution as norma as the curve can be gpproximated to a

normal digtribution.

Assumptions

Generd interarrival time distribution with mean m and std. dev. = s5
Generd service time distribution with mean m and std. dev. = sp
Multiple servers (k)

Firgt-come-firg-served (FCFS)

The equation below isthe mode used to caculate the waiting time of the employee
when there are k readers in the building.[33]

Aver age waiting times (approximate) (14)

&Es +C$9 p V2001

WQ@é 2 Zmdk(l-r)

S
m

As per the modd the waiting time increases with square of arriva or servicetime
variation, it decreases asthe inverse of the number of servers. In the study:
Servicerate is defined astime taken for server to complete one transaction= 1secin
this case. The service rates provided by 2 manufacturers are 1 and 2.5 secs. If we
assume that the total time taken to clear one employeeis 15 secsincluding employee

fumbling and blundering then it takes 15 secs for Manufacturer 1 to clear an
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employee and 17.5 seconds for manufacturer 2. In this case the utilization factor is

0.019

Tradeoff study:

Objective function
Min Cost

Constraints

Time<N1

Reliability >N2

All parts (power supply, card, reader, communication) should be bought from one
manufacturer

The modd was run by varying time and religbility. Rdiability was varied only

between two points 80 and 90% as a probability lower than this is unacceptable. From
the table below the Pareto point isidentified as#7 and # 8. Since # 7 satisfies both the
requirements sdlection in this caseis easy. During the runs certain infeasible

solutions were aso recorded as indicated with an *. These points provide a solution

with a congdrant violation that of resulting in afractiona vaue for the reader.

187




Runs Constraint(<Time&>Rel) x1*y1*k1R C W=Wqg+1/mu T Re
1<2.2880 1 1 2¢ 1553339 053339 0.9702
2<2&90 1 1 2¢ 1553339 053339 0.9702
3<1&80 1 1 2¢ 15.53339 053339 0.9702
4<1890 1 1 2¢ 15.53339 0.53339 0.9702
5<0.5& 80 1 2 5.€ 1511337  0.113368 0.9413
6<0.5& 90 1 2 5. 1511337  0.113368 0.9413
7<0.05 1 3 8.3 15.039 0.039 0.91
8<0.03 1 4 11 15.01645  0.01645 0.886
9<0.03& 90 * 1 3.27 9.05 15.03 0.03 0.9
10<0.02& 90* 1 3.48 9.6 15.025 0.025 0.9
11<0.02&.80 1 4 11 15.0165 0.0165 0.884
12<0.01&.80 1 5 137 15.0079 0.0079 0.86
13<0.01& 90* 1 4.666 128 15.0099 0.0099 0.87]
14<0.005& 90* 1 3.48 9.6 15.025 0.025 0.9
15<0.005& 80 1 6 164 15.00416 0.00416 0.83
16<0.003& 80 1 7 19.1 15.0023 0.0023 0.8
17<0.001& 80* 1 7.38 20.11 15.0019 0.0019 0.8

Table32 Result

*|nfeasible

Possible solution point 7 and 8

The graph chaks out the relationship between the requirements. Asis seen from the
first graph the relaionship of cost vs. time is one which gives the best reault a the
highest cost. The cost though has to be kept lower hence a point that ensures the
waiting time islow and the cost is reasonable has to be picked. Points 7 & 8 are high

lightened on the plots as these serve as effective solutions for the given condraints.
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Figure 81 reliability vs. Time
To further help the anadlysis aplot of analysis vs. time and reliability vs. cost is plotted

the
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Figure 82 cost vs. reliability

8.2.5 Conclusion
The Pareto point is decided on the basisthat it gives the best results for dl three
objectives. Since rdiaghility is an important criterion in access control systemiit is
important to maintain reliability at least< 0.90. Also a system that doesn’t givea
reliability of 0.9 might incur additiond lossesin repair and downtime. The Cogt has
to be kept low, however for an identification system cost is not the most important
criteria. Also the number of readers in a system should be such that the queue
waiting times are within specifications. Kegping these conditionsin mind the
Pareto point of time <0.05& reliability >90 giving aresult of Number of readers R=

3; Codt= 8.3; Time= 0.039; Rdliability= 0.91 is the best solution for the given data.
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Chapter 9 Conclusion

The thes's thus supplies a framework that can be adapted while designing a security
system for abuilding. A systematic step-by-step approach plugs in different aspects

of the behavior that can be used as templates for future system.

The reusability component is maintained by not using specifics thereby rendering the
system useless for future work. The gtatic and dynamic models can be used as
guiddinesfor further expansion and in depth design of ared complex system. The
tradeoff study summarizes a technique that can be used in multi criteriadecison
making. A technigue which is mathematica not given to heurigtics.

UML provides an exceptionaly good framework to envision the system piecewise
and can be extended to aUML easily usng some of the standard notations and if there
isaneed t modd proactive and reactive behavior.

Thisthesisis an atempt to develop a method for modding complex red life systems

using UML.
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Appendices

Standards Used:

ANSI/ISO/NEC 7811-3 specifiesin detal the location of embossed characters on an
ID-1 card, and Part 4 specifies the location of magnetic stripes. Asillustrated in
Figure, two areas for embossing are specified. The firgt, whose center lineis 21.42
mm above the bottom edge of the card, or just below the center line of the card,
dlowsfor up to 19 card identification number numerds to be embossed. Just below
thisis an additiond area of gpproximatdy 14.53 mm by 66.04 mm in which 4 rows of
27 characters each can be used to form aname and address field. Thisis offset at least
2.41 mm from the bottom of the card and 7.65 mm from the left edge; the embossed
characters are raised toward the front sde of the card. If amagnetic Stripe isincluded
on the card, it isfound near the top, on the back side of the card. The specifications
date that the magnetic stripe and the embossing may not overlap.

Figure: Embossing and magnetic stripe locations.

Two variants of magnetic stripes can be found on ID-1 identification cards; the form
and location of these are defined in ANSI/ISO/IEC 7811-4 (for read-only tracks) and
Part 5 (for read/write tracks). One of these is 6.35 mm tall by 79.76 mm wide,
positioned no more than 5.54 mm from the top edge of the card and on the back face
of the card. This magnetic stripe supports two recording tracks, each of whichis
intended to be aread-only track.

The Business Model for Identification Cards

By following the 1SO standards through severa interconnected specifications for
identification cards, it is possible to go beyond just the description of physical ad
electronic characterigtics of the card. They have arrived at a business modd from
which inferences can be made regarding how cards will be manufactured, what
groups will actualy digtribute the cards to end users, and some of the operationsto be
performed by the end users of the identification cards. For example, the
ANSI/ISO/NEC 7811-1 specification defines two terms reflecting the “distribution
date” of acard:

» Unused card—A card that has been embossed with al the characters required for its
intended purpose but has not been issued.

* Return card—An embossed card after it has been issued to the cardholder and
returned for the purpose of testing.

ANSI/ISO/NEC 7811-2 further defines smilar sates for magnetic stripe cards.
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* Unused unencoded card—A card possessing dl components required for its
intended purpose that has not been subjected to any persondization or testing
operation. The card has been stored in a clean environment without more than 48-
hour exposure to daylight at temperatures between 5 degrees C and 30 degrees C and
humidity between 10% and 90%, without experiencing therma shock.

» Unused encoded card—An unused, unencoded card that has only been encoded
with al the data required for its intended purpose (for example, magnetic encoding,
embossing, dectronic encoding).

* Returned card—An embossed or encoded card after it has been issued to the
cardholder and returned for the purpose of testing.

DIN ISO 7810 "Identification cards'

ANS/ISO/IEC 7812:

“Identification of Issuers—Part 1. Numbering System” further devel ops the business
modd by establishing a standard for the card identification number, which is
displayed in embossed characters on the front face of an ID-1 card. The card
identification number, which may be up to 19 characterslong, is subdivided into three
components:

* |ssuer identification number—A sx-digit component that includes the following:

» Mgor indudry identifie—A one-digit indicator of the industry designation of the
card issuer; it is one of the fallowing:

0—Tag reserved to indicate new industry assgnments

1—Airlines

2—Airlines and other future industry assgnments

3—Travel and entertainment

4—Bankingffinancid

5—Banking/financid

6—Merchandizing and banking

7—Petroleum

8—Tdecommunications and other future industry assgnments

9—For assgnment by national standards bodies

* Issuer identifier—A five-digit number associated with the specific issuing
organization.

* Individud account identification number—A varigble-length component up to 12
digits maximum.

* Check digit—A cross-check number that is calculated from dl the previous digits
in the identification number according to an dgorithm caled the Luhn formula,
which is defined in an gppendix of ANSI/ISO/IEC 7812.

The path toward standards-based specification of a genera business mode (for
financid transactions) becomes very explicit with 1ISO/IEC 7813: Identification
Cards—Financia Transaction Cards. This specification does not consider any new
technical areas, but makes a strict enumeration of the standards that must be adhered
to in order to cdl acard afinancid transaction card.

ISO/IEC 7813 specifies the content of the two read-only tracks of amagnetic strip
included on the card. This augments the content definition for 1SO 4909 for the
read/write track. The end result is a complete description of both the technical
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characterigtics and the information content of cards suitable to support financia
transactions, dl rooted in internationa standards and acceptable for worldwide
deployment.
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