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A theoretical and experimental study of the autoignition of wood is performed. In the 

experiment, a wood sample (redwood) of 4 by 4 cm surface area with 4 cm thickness 

is exposed vertically to a heater panel in a cone calorimeter. The surface temperature 

is continuously measured by an infrared thermocouple and mass loss is monitored by 

a load cell. Incident heat flux is varied until glowing ignition could not occur. Times 

to glowing ignition and flaming autoignition are measured. It is found experimentally 

that the critical heat flux for flaming autoignition is 20 kW/m2 and for glowing 

ignition is 10 kW/m2. 

 

A theoretical model for autoignition of wood is developed. The model considers the 

processes occurring in both solid and gas phases. In the solid phase, a one-

dimensional heat conduction model is employed. Char surface oxidation, which can 

lead to glowing ignition, is taken into account at the solid-gas interface surface. By 

“glowing ignition”, it means the onset of surface combustion. Criteria for glowing 

ignition are developed based on a surface energy balance. A numerical result shows 

  



that according to the present glowing ignition criteria, an inflection point of the 

surface temperature history can indicate glowing ignition. In the gas phase, a transient 

two-dimensional laminar boundary layer approximation for gas phase transport 

equations is constructed. The gas phase model is coupled with the solid phase model 

via the solid-gas interface surface. Flaming autoignition occurs when the maximum 

gas reaction rate exceeds a critical value. A numerical result from the coupled gas 

phase and solid phase models shows that autoignition of the combustible gases 

behaves in two fashions as autoignition type I at high heat flux and autoignition type 

II at low heat flux. In the type I autoignition, the flaming occurs just an instant after 

glowing ignition is initiated, while in the type II autoignition, the solid undergoes 

glowing ignition long before the flaming is achieved.  

 

Comparisons between the theoretical and experimental results are presented to 

demonstrate capabilities and limitations of the proposed model.  
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Chapter 1 

Introduction 
 

 

1.1 Introduction 

 

Ignition is the initial stage of combustion in fires. Understanding the ignition process is 

crucial in fire safety research because this basic knowledge provides ample scientific and 

engineering judgment that can be applied to reduce the chance of ignition and ultimately 

to minimize fire hazards. Since wood is a common material utilized for building 

construction, furniture, and various decorative purposes, understanding the ignition 

process of wood is very important.  

 

The ignition phenomenon of wood is complex. It involves chemical reactions, and heat 

and mass transfer processes. First, wood must be heated by an external heat source (i.e. 

from a radiant heater or a building fire) until it reaches some critical temperature 

(pyrolysis temperature); then the wood starts to decompose producing pyrolysis gases. 

The pyrolysis gases are then released and mix with fresh air from the surroundings 

creating a boundary layer of the combustible mixture. When the combustible mixture 

reaches a suitable concentration (i.e. within flammable limit) and the mixture temperature 

is sufficient to accelerate the chemical reactions that can cause a gas thermal runaway, 

ignition occurs. 
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Generally, when wood is heated, two types of ignition are possible: (1) piloted (forced) 

ignition, where the ignition initiates with help of an external energy source, and (2) 

autoignition (spontaneous ignition), where the ignition initiates without any help of an 

external energy source. In previous investigations, Boonmee and Quintiere [1, 2] 

observed that the autoignition of wood could be further categorized into two regimes 

depending on an intensity of the incident heat flux: (1) flaming autoignition and (2) 

glowing ignition. Flaming autoignition occurs when the incident heat flux to the wood 

surface is high. The gas temperature is high enough to trigger the gas phase thermal 

runaway. The flame first appears in the gas phase above the wood surface and then 

propagates back to the surface. Glowing ignition is more likely noticed when the incident 

heat flux to the wood surface is relatively low. As the wood surface is heated, it becomes 

char; then oxygen from the surroundings diffuses to the char layer and reacts resulting in 

a char surface combustion or a glowing surface. The exothermic surface combustion adds 

energy to the combustible mixture adjacent to the char surface. When the combustible 

mixture temperature is sufficiently high, the glowing surface causes a transition to the 

flaming autoignition. 

 

In this work, a theoretical and experimental study for ignition of wood is presented. The 

investigation mainly focuses on the autoignition regime; however, the theoretical model 

developed here can be used in predicting piloted ignition as well. Effects of char surface 

combustion, which is an important mechanism leading to glowing ignition and flaming 

autoignition, are discussed. 
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1.2. Literature Review 

 

A number of studies on ignition and subsequent events (i.e. burning and flame spread) of 

solid fuels have been carried out, for example the reviews of piloted ignition of wood [3, 

4], autoignition of wood [5], and ignition and flame spread over solid fuels [6, 7]. It is not 

possible to reference every investigation conducted; however, a review of relevant work 

is given here in two groups: (1) experimental studies, and (2) theoretical studies. 

 

1.2.1 Experimental Studies 

In order to develop comprehensive theoretical models, accurate experimental data must 

be provided as benchmark values. Many aspects of ignition and burning of solid fuels 

were studied by varying the experimental setup and conditions for instance the moisture 

content in the sample, the heating configuration (heating horizontally or vertically), the 

wood grain orientation (heating along or across the wood grain) and the atmosphere 

oxygen concentration. A brief summary of these experimental observations is presented.  

 

Simms, one of the pioneer researchers, examined piloted ignition [8] and autoignition [9] 

of cellulosic materials. He suggested that the factors such as an intensity of external heat 

flux, an external draught and an exhaustion of volatiles appeared to determine whether 

the ignition would occur or not. He also reported that at the onset of flaming ignition, the 

flame first appeared in the gas phase then it propagated back to the solid surface. Simms 

and Law [10] studied the effects of moisture content on both piloted and auto- ignition of 

wood. They commented that moisture content in wood affected the ignition delay of 
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wood by changing the heat transfer and thus the temperature rise in three ways: (1) it 

increased the values of wood thermal properties, (2) heat was transferred directly by 

molecular diffusion of water, and (3) evaporation cooled the hotter regions and 

condensation heated the cooler regions. As a result, the ignition delay time increased with 

the moisture content. These moisture effects were experimentally confirmed by Lee and 

Diehl [11]. In addition, they also commented that an interaction between the water and 

wood decomposition was not significant. For instance, the wood surface regression rate at 

steady state burning obtained from wet and dry samples was the same. This was because 

the burning rate of wood was primarily controlled by the oxygen supply to the char 

surface. 

 

Vyas et al. [12] examined effects of wood grain orientation on piloted ignition. They 

found that because of a difference in the wood thermal conductivity, the piloted ignition 

time when heating wood along the grain was shorter than when heating across the grain. 

Effects of attenuation of radiation on surface temperature of PMMA and wood were 

examined by Kashiwagi [13-15] in both piloted ignition and autoignition. It was observed 

that attenuation caused by the decomposition products in the gas phase was significant 

enough to affect the surface temperature as high attenuation tended to absorb the 

radiative heat flux resulting in decreasing the net heat flux to the surface. The ignition 

temperature for PMMA seemed to be independent of the radiant heat flux; nevertheless, 

the ignition temperature of wood increased with decreasing incident heat flux. Kashiwagi 

and Ohlemiller [16] experimentally investigated oxygen effects on non-flaming 

gasification process of polymer material (PMMA, and PE). The experiment showed that 
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the gasification rate of PMMA and PE strongly increased as the oxygen concentration 

increased; however, the surface temperature weakly depended on the oxygen 

concentration. An increase in oxygen concentration slightly reduced the surface 

temperature of PMMA but it increased the surface temperature of PE.  

 

Yoshizawa and Kubota [17] experimental investigated autoignition of cellulosic 

materials. The time and space variations of temperature and fuel concentration in the gas 

phase were examined by means of a high-speed camera and an interferometer. They 

found that the flame first appeared in the gas region where the fuel concentration was 

extremely rich. However, they commented that this ignition condition was not universal; 

it was experiment dependent. Atreya et al. [18] experimentally examined heating 

orientation effects on piloted ignition of wood (heating horizontally and vertically). In 

their findings, the piloted ignition results appeared to be orientation independent. They 

also observed that before flaming ignition was sustained, flashes indicating an 

unsustained flame occurred.  

 

Suuberg et al. [19] extensively investigated burning behavior of charring materials in fire 

environments. This work gives an excellent choice of data, which serves as an input to 

develop a theoretical model for ignition and burning of wood. Martin [20] 

comprehensively studied ignition of cellulosic materials. He commented that the ignition 

behavior of cellulose could be categorized into three regions as convection-controlled 

when an incident heat flux was low, diffusion-controlled when an incident heat flux was 

intermediate, and ablation-controlled when an incident heat flux was very high.  
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Anthenien and Fernandez-Pello [21] studied the smoldering (glowing) process of 

polyurethane foam. They found that to obtain a sustained smoldering process, an igniter 

power flux and a time the igniter was powered must be greater than some critical values. 

Recently investigation of smoldering combustion of wood was given by Bilbao et al. 

[22]. They suggested that the smoldering ignition temperature of wood increased with 

incident heat flux and approached a constant value when the incident heat flux was higher 

than 40 kW/m2. 

 

Spearpoint and Quintiere [23-25] studied piloted ignition and burning for a variety of  

wood species. The effects of heating along and across the wood grain orientation were 

examined. Boonmee and Quintiere [1, 2] extended the work [23-25] to the autoignition 

regime. They found that at high incident heat fluxes, the wood sample flaming ignited 

shortly after exposed to the heater. In contrast, at low heat fluxes, the wood sample first 

ignited by glowing. This was followed by a substantial char surface combustion before in 

some cases the char surface combustion caused a visible flame in the gas phase. 

However, the limit of the wood glowing ignition (i.e. a critical heat flux for glowing 

ignition) was not examined. 
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1.2.2 Theoretical Studies 

Theoretical studies of ignition and burning of solid fuels have started several decades ago 

with an aim to improve an understanding of the controlling mechanisms of ignition and 

burning processes. Generally, the theoretical models fall into two categories. In fist 

group, the theoretical models consider the physical and chemical processes involving in 

the solid phase only. This simplification greatly reduces complexities of the problem 

because the gas phase problem can be omitted; hence an analytical solution is possible. 

However, the models in this group need some critical criteria (i.e. critical mass flux or 

critical surface temperature) to determine the ignition, which sometimes base on 

empirical rules. In second categories, the models consider the processes occurring in both 

solid and gas phases; thus the governing equations in both phases must be solved 

simultaneously. The coupled conditions between the solid and gas phases can be made 

through the solid-gas interface conditions. Because of difficulties in solving the gas phase 

conservation equations, a closed form solution generally cannot be obtained; thus a 

numerical solution is required.  

 

The first type of the theoretical models considers the solid phase only. Generally a 

uniform incident heat flux to the solid surface is assumed allowing that the solid phase 

governing equations are formulated as a one-dimensional transient heat conduction 

problem. A single-step Arrhenius rate is assumed to describe the solid degradation 

process. 
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Kung [26] proposed a mathematical model for a pyrolysis of a wood slab. He developed 

the model based on the processes involving in the solid phase only. A one-dimensional 

transient heat conduction was solved numerically. He assumed that the wood 

decomposed to volatiles following a single-step Arrhenius rate. As soon as the volatiles 

were formed, they instantly left the solid matrix. Variations of the wood and char thermal 

properties were included. Kung [27] reformulated his mode for a cylindrical geometry. In 

this work the study was focused on the effects of heat of pyrolysis of wood to the burning 

rate. Sibulkin [28] developed a model for thermal degradation of charring materials. His 

work was focused on the heat of gasification of the pyrolysis process.  He commented 

that the heat of gasification of charring materials is not a material property which can be 

determined from thermodynamic properties alone, but it has to be estimated from 

experiment. Parker [29] broke a wood slab into thin slices parallel to the wood heated 

surface. The pyrolysis mass flux was the summation of the mass flux from each slice. 

Char shrinkage parallel and normal to the surface was also accounted in the model. His 

calculated heat release rate correlated well with the measurement values.  

 

Tinney [30] theoretically examined combustion processes of wooden dowels. A simple 

transient heat conduction model was utilized. He postulated that in order to obtained good 

agreement between the model and experiment, two sets of the wood kinetic parameters 

had to be introduced. Weatherford and Sheppard [31] theoretical studied ignition 

mechanisms of cellulosic materials. They suggested that in order to adequately describe 

the critical condition at ignition, a critical value of the time required for the thermal wave 

propagating from the heated surface to the center of the wood sample must be satisfied. 
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This critical time was found to be approximately constant for both inert and non-inert 

solid for constant thermal properties. Roberts [32] theoretical studies a burning process of 

wood. His one dimensional heat conduction model was employed to examine the effects 

due to variations of the wood thermal properties on the burning process.  

 

To avoid solving the gas phase governing equations, Ritchie et al. [33] used a global 

analytical model to determine the net heat flux to the wood surface. For the solid phase 

model, a one-dimensional char-forming material with variations of density and thermal 

properties as a function of time, local solid temperature, and position was used. The 

ignition was determined when the mass flux reached a critical value. 

 

Since the wood pyrolysis process is complex, the virgin wood can decompose to char, tar, 

and volatiles in a number of ways depending on heating rate and configuration; thus a 

multi-step wood decomposition reaction may be a preferred approach to model wood 

pyrolysis. Panton and Rittmann [34] proposed multi-step reaction mechanism in their 

wood degradation model. They assumed that the virgin wood would decompose to a 

second solid species plus volatiles, which flowed out to the surface. The second solid 

species then further decomposed to yield inert solid and another volatile. The total wood 

pyrolysis rate was obtained by summation of all the volatiles involving in all the 

reactions. The porous effect due to gas leaving the solid matrix was also included in their 

model. Di Blasi [35] considered a wood kinetic pyrolysis model including both primary 

and secondary reactions. The primary reaction was expressed as the virgin wood 

decomposing to char, fuel gases, and tar. Then the secondary reaction of tar further 
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generated fuel gases. Her study was mainly focused on influences of the thermal 

properties on the devolatilization rate of biomass.    

 

An analytical approach to pyrolysis of charring materials was introduced by Wichman 

and Atreya [36]. In this approach, the pyrolysis process was divided into four distinct 

stages as (1) inert heating, (2) transition regime, (3) thin char, and (4) thick char. Their 

numerical calculation suggested that the surface temperature controlled the volatile 

production rate in the initial stage (kinetic-controlled regime), while the temperature 

gradient controlled the volatile production rate in the thick char stage (diffusion-

controlled regime).  

 

Rhodes and Quintiere [37] introduced an integral model for prediction piloted ignition 

and burning of non-charring material (PMMA) in a cone calorimeter. The model was 

modified to include charring effects by Spearpoint and Quintiere [23-25]. Boonmee and 

Quintiere [2] further demonstrated that the model could also be used in predicting 

autoignition of wood. In this integral model, a polynomial temperature profile was 

assumed inside the solid phase. The theoretical ignition time based on a critical ignition 

temperature was in good agreement with experimental values when reasonable thermal 

properties of the solid were employed. Delichatsios et al. [38] applied an integral method 

to determine the ignition time for wood. Their solutions were in good comparison to the 

experimental values and the semi-infinite heat transfer problem.  
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Porous and permeable structure effects on the flow of volatiles were included in the wood 

degradation model introduced by Kansa et al. [39]. Besides instantaneously removing the 

volatiles from the solid matrix as typical models assumed, they suggested that the volatile 

flowed through the solid matrix. This assumption was achieved by including the Darcy 

law in the momentum equation for the volatile flow inside the solid matrix. They also 

found that the mass flux reached its peak value at the instant when the wood surface 

completely became char. The Darcy law was also included in a numerical study of Di 

Blasi [40] where a two-dimensional model for heat and mass transfer inside the solid was 

considered. 

 

As a uniform incident heat flux to the solid surface is satisfied, the solid phase model can 

reduce to a one-dimensional problem. However, in some situations, the incident heat flux 

is not uniform; thus, a multi-dimensional model in the solid phase was introduced such as 

a two-dimensional transient model [41], and a three-dimensional transient model [42]. 

However, the multi-dimensional models are rather expensive in computational cost and 

the applications of these models are limited.  

 

The second category of the theoretical models considers the processes in both solid and 

gas phases. The governing equations in both phases are solved simultaneously and the 

connections between the two phases are made through the solid-gas interface surface.  A 

major difficulty in this type of models is due to complexities in nature of the gas phase 

governing equations namely the Navier-Stokes equations. To overcome these difficulties, 

clever simplifications must be introduced. 
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Gandhi and Kanury [43, 44] simplified the gas phase governing equations by assuming 

that the gas boundary layer above the solid surface was well-stirred in the direction 

parallel to the solid surface. This reduced the gas phase problem to a one-dimensional 

problem in the direction normal to the solid surface. The solid phase was modeled as a 

one-dimensional transient heat conduction with a finite first order pyrolysis rate. The 

ignition occurred when the temperature gradient at the solid-gas interface reversed its 

sign. Kashiwagi [45] constructed a one-dimensional model considering the processes in 

both solid and gas phases in predicting autoignition of solid fuels. In the solid phase, in-

depth radiation absorption of the fuel was included while in the gas phase, a finite rate 

gas kinetics was considered. Ignition was accomplished when the total reaction rate in the 

gas boundary layer exceeded an arbitrary but reasonable value. Di Blasi et al. [46] 

postulated that in predicting radiant ignition of solid fuels, the gas phase radiation 

absorption played an important role and must be included in the gas phase energy 

equation. They found that in some particular heat fluxes, without the gas phase radiation 

absorption, ignition did not occur at all. Atreya and Wichman [4, 47] developed a semi-

analytical model for piloted ignition. They assumed that a stagnant boundary layer 

existed in the gas phase and the incident heat flux to the solid surface was uniform. With 

these assumptions, their problem could then reduce to a one-dimensional transient model 

in both phases. Their simplified solution suggested that at piloted ignition the solid 

surface temperature and pyrolysis mass flux remained constant.  

 

For the coupled problem considering both solid and gas phases, the gas phase boundary 

conditions at the solid-gas interface must be provided via solving the solid phase 
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governing equations. However, if an appropriate fuel pyrolysis rate from the solid is 

given as a function of time, the coupled problem can be reduced to the gas phase problem 

only. This idea was utilized by Tzeng et al. [48].  

 

Kung [49] extended his solid phase model [26] to couple with a gas phase model in an 

investigation of burning of vertical wood slabs. A boundary layer approximation was 

made to simplify the gas transport equations of mass, momentum, species, and energy. 

He assumed that the similarity variables hold in the gas phase; then coupled the gas phase 

model with the one-dimensional solid phase via the solid-gas interface surface. Kim et al. 

[50] theoretically examined laminar free-convective burning rate of a vertical fuel 

surface. A similarity type solution was introduced in order to simply the gas phase 

transport equations. Their approximate solution correlated well with experimental data 

for a wide range of fuels with low molecular weight; however, for fuels with high 

molecular weight, Lewis number effects appeared to be important. Ahmad [51] proposed 

a model for burning of a vertical wall fire by assuming the similarity and non-similarity 

solutions coexisted in the gas phase. In his approach, if the non-similarity terms were 

neglected, the problem would collapse to a classical solution of natural convection over a 

vertical flat plate. 

 

Zhou [52], and Zhou et al. [53] solved piloted ignition of PMMA in a horizontal heating 

configuration.  By assuming the gas phase momentum equation satisfied the Blasius 

solution, the gas phase velocity field could be calculated. Once the velocity field was 

obtained, the gas phase species and energy equations and the solid phase governing 

 13 
 



 

equations were solved simultaneously. Piloted ignition was considered to occur when the 

gas maximum temperature exceeded a predefined value (e.g. a piloted igniter 

temperature).  

 

Progress in computer technology has made it possible to consider the Navier-Stokes 

equations in more complete descriptions (e.g. two or three dimensions with convective 

and pressure variation effects). The “low Mach number” assumption, which describes the 

low speed motion of a gas driven by a chemical reaction and buoyancy forces [54] is 

usually employed. The assumption is widely utilized in dealing with ignition of a plume 

in various gravity levels and flame spread. 

 

Tsai et al. [55] numerically examined autoignition and piloted ignition of PMMA in a 

cone calorimeter. The transient axisymmetric Navier-Stokes equations were solved to 

obtain the gas phase solution. In the solid phase, only a simple one-dimensional heat 

conduction model was solved to provide the solid-gas coupled conditions. A global gas 

kinetic reaction was included and ignition was achieved when the increasing rate of the 

maximum gas temperature was equal to zero. The numerical prediction of ignition time 

was in good agreement with experimental data for high heat flux. However, for low heat 

flux (< 25 kW/m2), the numerical calculation was not performed since at low heat flux it 

was claimed that the global gas kinetic reaction was inadequate to capture the gas 

chemical reactions. 
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Nakabe et al. [56] and subsequent studies by Nakamura et al. [57, 58] developed an 

axisymmetric transient gas phase model to study autoignition and transition to flame 

spread over a thin cellulose in microgravity environment. The effects of ambient oxygen 

concentration were examined. They found that ignition behavior in various gravity levels 

and oxygen concentrations falls into two groups [57]. In the first group when the ambient 

oxygen concentration is high the ignition occurs at the tip of the buoyancy plume while in 

the second group when the ambient oxygen concentration is low the ignition takes place 

inside the plume.  

 

In studying flame spread, Diblasi [6, 7] solved the transient two-dimensional Navier-

Stokes equations for the gas phase momentum equation. Then the species and energy 

equations had been updated once the velocity field was obtained. The gas phase model 

was coupled via the boundary equations through the solid phase. An in-depth radiation 

absorption by the solid fuel was included in the model. They found that the ignition 

process occurred in the gas phase in a premixed fashion, rapidly followed by the 

transition to a diffusion flame. As the radiative heat flux increased, the solid surface 

temperature and pyrolysis mass flux increased. The ignition occurred closer to the surface 

and the ignition time decreased.  

 

Shih and Tien [59] and Nakamura et al. [60] studied a low speed flame spread in a 

microgravity tunnel. Two- and three- dimensional Navier-Stokes models were solved 

numerically. The main findings of their work were to examine effects of the tunnel 

dimension to the numerical solution. The effects of two- and three- dimensional frame 
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spread models were also investigated by Mell and Kashiwagi [61]. They found that once 

a steady flame spread was established, the two- or three- dimensional models gave little 

differences in the numerical results.  

 

It is needless to say that numerous theoretical models have been developed to examine 

ignition and its subsequent events. Each model has its own merit. We shall summarize the 

main features of those models in Table 1.1.  

 

Table 1.1: Summary of literature theoretical models 

 
References 

 
Solid phase model 

 
Gas phase model 

 
Solid-gas 
interface 

conditions 
 

Kung 
[26, 27] 

-1D transient heat 
conduction model for 
charring material 
- Single-step first order 
Arrhenius pyrolysis rate 

NA - Account for 
radiative and 
convective heat 
losses 

Sibulkin 
[28] 

-1D transient heat  
conduction model for 
charring material 
- Single-step first order 
Arrhenius pyrolysis rate 

NA - Account for 
radiative and 
convective heat 
losses 

Parker 
[29] 

-1D transient heat 
conduction model for 
charring material 
- Single-step first order 
Arrhenius pyrolysis rate 
- Including char 
shrinkage effects 

NA - Account for 
radiative and 
convective heat 
losses 

Tinney 
[30] 

-1D transient heat 
conduction model for 
charring material 
- Single-step first order 
Arrhenius pyrolysis rate 

NA - Account for 
radiative and 
convective heat 
losses 
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Weatherford 
and 

Sheppard 
[31] 

-1D transient heat 
conduction model for 
charring material 
- Single-step first order 
Arrhenius pyrolysis rate 

NA - Account for 
radiative and 
convective heat 
losses 

Roberts 
[32] 

-1D transient heat 
conduction model for 
charring material 
- Single-step zero order 
Arrhenius pyrolysis rate 

NA - Account for 
radiative and 
convective heat 
losses 

Ritchie et al. 
[33] 

-1D transient heat 
conduction model for 
charring material 
- Single-step first order 
Arrhenius pyrolysis rate 
- Global analytical model 
to determine the radiative 
feedback from the flame 

NA - Account for 
radiative and 
convective heat 
losses 
- Including heat 
feedback from the 
flame 

Panton and 
Rittmann 

[34] 

-1D transient heat 
conduction model for 
charring material 
- Multi-step first order 
Arrhenius pyrolysis rate 

NA - Account for 
radiative and 
convective heat 
losses 

Di Blasi 
[35] 

- 1D transient heat 
conduction model for 
charring material 
- Multi-step first order 
Arrhenius pyrolysis rate 
- Include Darcy law for 
flow of volatiles in the 
solid matrix 

NA - Account for 
radiative and 
convective heat 
losses 

Wichman 
and Atreya 

[36] 

- 1D Similarity solution 
for charring material 
- Single-step first order 
Arrhenius pyrolysis rate 

NA - Account for 
radiative and 
convective heat 
losses 

Rhodes and 
Quintiere 

[37] 

- 1D Integral solution for 
non-charring material 

NA - Account for 
radiative and 
convective heat 
losses 
- Including heat 
feedback from the 
flame 

Spearpoint 
and 

Quintiere 
[23-25] 

- 1D integral solution for 
charring material 

NA - Account for 
radiative and 
convective heat 
losses 

 17 
 



 

Delichatsios 
et al. [38] 

- 1D integral solution for 
charring material 

NA - Account for 
radiative and 
convective heat 
losses 

Kansa et al. 
[39] 

- 1D transient heat 
conduction model for 
charring material 
- Single-step first order 
Arrhenius pyrolysis rate 
- Include Darcy law for 
flow of volatiles in the 
solid matrix 

NA - Account for 
radiative and 
convective heat 
losses 

Di Blasi 
[40] 

- 2D transient heat 
conduction model for 
charring material 
- Multi-step first order 
Arrhenius pyrolysis rate 
- Include Darcy law for 
flow of volatiles in the 
solid matrix 

NA - Account for 
radiative and 
convective heat 
losses 

Fredlund 
[41] 

-2D transient heat 
conduction model for 
charring material 
- Single-step first order 
Arrhenius pyrolysis rate 

NA - Account for 
radiative and 
convective heat 
losses 
- Including 
kinetic char 
surface oxidation 

Yuen et al. 
[42] 

-3D transient heat 
conduction model for 
charring material 
- Single-step first order 
Arrhenius pyrolysis rate 
-Include Darcy law for 
flow of volatiles in the 
solid matrix 

NA - Account for 
radiative and 
convective heat 
losses 

 
 

Gandhi and 
Kanury 
[43, 44] 

 
 
 
 
 
 

-1D transient heat 
conduction model 
- Single-step first order 
Arrhenius pyrolysis rate 

- 1D transient 
model  
- Global second 
order gas kinetic 
reaction 
- Similarity solution

- Account for 
radiative and 
convective heat 
losses 
- Account for 
blowing velocity 
due to pyrolysis 
mass flux 
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Kashiwagi 
[45] 

-1D transient heat 
conduction model 
- Single-step first order 
Arrhenius pyrolysis rate 
- Include in-depth solid 
radiation absorption 

- 1D transient 
model  
- Global second 
order gas kinetic 
reaction 
- Similarity solution

- Account for 
radiative and 
convective heat 
losses 
- Account for 
blowing velocity 
due to pyrolysis 
mass flux 

Di Blasi et 
al. 

[46] 

-1D transient heat 
conduction model 
- Single-step first order 
Arrhenius pyrolysis rate 
- Include in-depth solid 
radiation absorption 

- 1D transient 
model  
- Global second 
order gas kinetic 
reaction 
- Include gas 
radiation absorption 

- Account for 
radiative and 
convective heat 
losses  
- Account for 
blowing velocity 
due to pyrolysis 
mass flux  

Atreya and 
Wichman 

[4, 47] 

-1D transient heat 
conduction model 
- Single-step first order 
Arrhenius pyrolysis rate 
 

- 1D transient 
model  
- Global second 
order gas kinetic 
reaction 
- Similarity solution 
 

- Account for 
radiative and 
convective heat 
losses  
- Account for 
blowing velocity 
due to pyrolysis 
mass flux  

Tzeng et al. 
[48] 

NA - 1D transient 
model  
- Global second 
order gas kinetic 
reaction 
- Similarity solution 
 

- Prescribe mass 
flux as a function 
of time  

Kung 
[49] 

-1D transient heat 
conduction model 
- Single-step first order 
Arrhenius pyrolysis rate 
 

- 2D quasi-steady 
boundary layer 
approximation 
- Similarity solution 

- Account for 
radiative and 
convective heat 
losses  
- Account for 
blowing velocity 
due to pyrolysis 
mass flux  

Kim et al. 
[50] 

NA - 2D quasi-steady 
boundary layer 
approximation 
- Similarity solution 

- Fuel vaporizing 
at the surface 
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Ahmad 
[51] 

NA - 2D quasi-steady 
boundary layer 
approximation 
 - Similarity and 
non-similarity 
variables coexist in 
the gas phase 

- Fuel vaporizing 
at the surface 

Zhou [52] 
and Zhou et 

al. 
[53] 

-1D transient heat 
conduction model for 
non-charring materials 
- Include in-depth solid 
radiation absorption 

- 2D boundary layer 
approximation 
- Velocity field 
obtained from the 
Blasius solution 
- Global second 
order gas kinetic 
reaction 

- Account for 
radiative and 
convective heat 
losses  
- Neglect blowing 
velocity in the 
momentum 
boundary but 
include in the 
species 
boundaries 

Tsai et al. 
[55] 

- 1D heat conduction 
model for solid surface 
temperature 
 

- 2D transient 
axisymmetric 
Navier-Stokes 
equations 
- Global second 
order gas kinetic 
reaction 

- Account for heat 
conduction from 
gas to solid 
surface 
- Fuel vaporizing 
at the surface 
- Account for 
blowing velocity 
due to pyrolysis 
mass flux 

Di Blasi 
[6, 7] 

- 2D transient heat 
conduction for charring 
materials 
- Single-step first order 
Arrhenius pyrolysis rate 
- Include in-depth solid 
radiation absorption 

- 2D transient 
Navier-Stokes 
equations 
- Global second 
order gas kinetic 
reaction 

- Account for heat 
conduction from 
gas to solid 
surface 
- Account for 
blowing velocity 
due to pyrolysis 
mass flux 

Nakabe et 
al. 

[56] 
 
 
 
 
 

- Zero dimension 
transient heat conduction 
model 
- Multi-step first order 
Arrhenius pyrolysis rate 
 

- 2D transient 
axisymmetric 
Navier-Stokes 
equations 
- Global second 
order gas kinetic 
reaction 

- Account for 
radiative and 
convective heat 
losses 
- Fuel vaporizing 
at the surface 
- Account for 
blowing velocity 
due to pyrolysis 
mass flux 
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Nakamura 
et al. 

[57, 58] 

- Zero dimension 
transient heat conduction 
model 
- Multi-step first order 
Arrhenius pyrolysis rate 
 

- 2D transient 
axisymmetric 
Navier-Stokes 
equations 
- Global second 
order gas kinetic 
reaction 

- Account for 
radiative and 
convective heat 
losses 
- Fuel vaporizing 
at the surface 
- Account for 
blowing velocity 
due to pyrolysis 
mass flux 

Shin and 
Tien 
[59] 

- Zero dimension 
transient heat conduction 
model 
- Single-step zero order 
Arrhenius pyrolysis rate 
 

- 2D and 3D quasi-
steady Navier-
Stokes equations 
- Global second 
order gas kinetic 
reaction 

- Account for 
radiative and 
convective heat 
losses 
- Fuel vaporizing 
at the surface 
- Account for 
blowing velocity 
due to pyrolysis 
mass flux 

Nakamura 
et al.  
[60] 

- Zero dimension 
transient heat conduction 
model 
- Multi-step first order 
Arrhenius pyrolysis rate 
 

- 2D and 3D 
transient Navier-
Stokes equations 
- Global second 
order gas kinetic 
reaction 

- Account for 
radiative and 
convective heat 
losses 
- Fuel vaporizing 
at the surface 
- Account for 
blowing velocity 
due to pyrolysis 
mass flux 

Mell and 
Kashiwagi 

[61] 

- Zero dimension 
transient heat conduction 
model 
- Multi-step first order 
Arrhenius pyrolysis rate 
 

- 2D and 3D 
transient Navier-
Stokes equations 
- Global second 
order gas kinetic 
reaction 

- Account for 
radiative and 
convective heat 
losses 
- Fuel vaporizing 
at the surface 
- Account for 
blowing velocity 
due to pyrolysis 
mass flux 
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1.3 Problem Descriptions 

 

As reviewed in the previous section, a numerous ignition models for solid fuels (precisely 

wood) have been proposed. However, few attentions have been paid to the effects of char 

surface oxidation, which seems to be important when the incident heat flux to the wood 

surface is low. For this reason, the present study is performed. The problem considering 

in this work is described in Fig. 1.1. 
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Figure 1.1: A schematic diagram of the processes involved in autoignition of wood 
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As the wood is subjected to an external heat flux, its temperature increases. When the 

temperature reaches the pyrolysis temperature, the wood starts to decompose producing 

pyrolysis gases and residual char. The pyrolysis gases flow out and mix with fresh air 

from the surroundings creating a boundary layer of combustible mixture. As the 

combustible mixture reaches a critical condition (both concentration and temperature), 

ignition occurs. Depending on an intensity of the incident heat flux, the char layer on the 

wood surface could react heterogeneously (char surface combustion) with the oxygen 

diffusing from the surroundings. The char surface combustion would add more energy to 

the combustible mixtures near the surface. Eventually, flaming autoignition of the 

combustible mixtures occurs. 

 

In this study, a theoretical model for autoignition of wood will consider the processes 

occurring in both solid and gas phases. The solid phase model will be formulated as a 

one-dimensional transient heat conduction problem. The effects of solid density change 

due to wood pyrolysis, heat of wood pyrolysis, heat transfer due to volatiles flow through 

the solid matrix, and variations of thermal properties with the solid temperature are 

included. In the gas phase model, two-dimensional laminar boundary layer approximation 

equations for mass, momentum, species, and energy will be considered. The solid and gas 

phase models will be coupled via the solid-gas interface surface. The char surface 

combustion is taken into account at the solid-gas interface surface. 
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1.4 Objective and Plan 

 

The objective of this dissertation is to experimentally and theoretically study radiant 

autoignition of wood. Details and discussions of experimental and theoretical approaches 

are planed to present as the followings. 

 

In Chapter 2, an experimental study for autoignition of wood is conducted. A redwood 

sample is exposed to incident heat fluxes ranging from 9 kW/m2 to 30 kW/m2. Times to 

glowing and flaming autoignition are measured. The sample surface temperature is 

continuously monitored by an infrared thermocouple. The sample mass loss is recorded 

via a load cell. Important ignition parameters such as ignition time, ignition mass flux, 

and ignition surface temperature are reported. The purpose of the experiment is to 

provide reliable experimental data to be used as a guideline in developing the theoretical 

solid and gas phase models. 

  

In Chapter 3, a kinetic modeling of wood pyrolysis is developed. A thermogravimetric 

analysis (TGA), where a few milligrams of redwood sample is inserted into a furnace, is 

utilized. A series of isothermal and non-isothermal TGA are carried out; then the wood 

kinetic parameters (pre-exponential factor and activation energy) are extracted from the 

sample mass loss. The derived wood kinetic parameters will be used as inputs from the 

wood kinetic decomposition model. The wood kinetic decomposition is considered as 

three independent single-step first-order reaction taking place in parallel corresponding to 

the main three components of wood (cellulose, hemicellulose, and lignin). The main 
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object of this chapter is to develop a wood kinetic decomposition model to couple with 

the solid phase model of wood pyrolysis for predicting the overall processes of 

autoignition of wood. 

 

A solid phase model for wood pyrolysis is constructed in Chapter 4. The model includes 

the effect of char surface oxidation, which is an important mechanism leading to surface 

glowing ignition and gas flaming autoignition. Criteria for surface glowing ignition are 

developed based on a surface energy balance. Comparisons between theoretical 

predictions and experimental results are given. 

 

In Chapter 5, a gas phase model for flaming autoignition of wood is proposed. The gas 

phase model is formulated as two-dimensional, transient, laminar boundary layer 

approximation with gas density variation. The gas phase model will be coupled with the 

solid phase model via the solid-gas interface surface. A flaming autoignition criterion is 

developed. Flaming autoignition is considered to accomplish when the maximum gas 

reaction rate exceeds a critical value. Two autoignition behaviors namely (1) flaming 

autoignition and (2) glowing ignition leading to flaming autoignition are distinguished. 

Comparisons between theoretical and experimental results at flaming autoignition are 

presented.  

 

Finally, conclusions from the theoretical and experimental investigation will be drawn in 

Chapter 6. Limitations of the present solid and gas phase theoretical models are 

discussed. Recommendations for future developments are given.  
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Chapter 2 

Experiment 
 

 

2.1 Introduction 

 

In previous investigations [1, 2],  experimental studies of autoignition of wood exposed 

to a radiant heater were conducted with incident heat fluxes ranging from 30 kW/m2 to 70 

kW/m2. It was found that at high incident heat flux (> 40 kW/m2), the wood sample 

underwent flaming autoignition shortly after exposed to the heat flux. The flame first 

appeared in the gas phase away from the heated surface and then propagated back to the 

surface. On the other hand at low incident heat flux (< 40 kW/m2), the wood sample 

experienced significant char surface combustion, which was a consequence of a surface 

glowing ignition before in some cases, the char surface combustion eventually 

transitioned to flaming autoignition. In the case that the flaming autoignition occurred, 

the flame was initiated relatively close to the char surface. The char surface oxidation 

plays an important role on the surface “glowing” ignition as well as the transition to 

flaming autoignition. However, the previous studies did not examine the limit of glowing 

ignition, which could extend to a very low heat flux. For this reason, the experimental 

study of glowing ignition for wood under low incident heat fluxes was performed. 

 

The main object of the present experiment is to investigate the wood ignition behavior 

under a low incident heat flux condition. The experiments were conducted between 
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incident heat fluxes below 30 kW/m2 down to the heat flux that the surface glowing 

ignition does not occur (critical heat flux for glowing ignition). The limit of surface 

glowing ignition is examined. A surface temperature of the sample was measured 

continuously by an infrared thermocouple and mass loss was recorded by a load cell. 

Ignition parameters, such as ignition time, ignition mass flux and ignition surface 

temperature for both glowing and flaming auto- ignition were measured and documented. 

 

2.2 Experimental Description 

 

2.2.1 A Wood Sample 

Ignition characteristics of a redwood sample were examined. A redwood sample was cut 

to 4 by 4 cm of exposed surface area with 4 cm thickness. The wood grain orientation 

was aligned either parallel (heating along the grain) or perpendicular (heating across the 

grain) to an incident heat flux. Fig. 2.1 illustrates how the sample was aligned to an 

incident heat flux as desired in this study.  

 

The wood grain structure affects ignition mechanism as follows. Considering two heating 

scenarios where a wood sample is heated (1) along the grain, and (2) across the grain. In 

the first scenario, when the wood sample is heated along the grain, the pyrolysis volatiles 

can easily travel out from the wood sample because the flow is parallel to the wood grain 

orientation. In contrast, when the wood sample is heated across the grain, the cell walls of 

the wood fiber-tubes must first decompose before the pyrolysis products can escape to 

the surface. Because flaming ignition can occur when the fuel concentration is in a proper 
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limit, we might expect that flaming ignition would occur earlier for heating along the 

grain than heating across the grain. 

 

Cut along the grain 

Heating along the grain

Cut across the grain

Heating across the grain 

 

 

 

 

 

 

 

Figure 2.1: Sample grain orientation (picture adopted from Ref. [23]) 

 

2.2.2 Experimental Setup and Procedures 

The redwood samples were dried in an oven at 100 oC for 24 hours and then kept in a 

desiccator at 13% relative humidity and 20 oC to control moisture content. Prior to each 

test, the sample was insulated on the back and sides with fiber insulation (Kaowool® 

type M board) in order to promote a one-dimensional heat and mass transfer. The 

redwood sample was exposed vertically to a radiant heater in a cone calorimeter. A 

normal video camera was used to record the ignition and combustion processes on the 

wood surface. A schematic diagram for the experimental setup is illustrated in Fig. 2.2. 

 

The samples were exposed to incident heat fluxes ranging from 9 kW/m2 to 30 kW/m2. 

The incident heat flux from the cone heater was controlled by varying the cone heater 
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temperature to a desired value then the heat flux intensity was calculated from a 

calibration curve shown in Fig. 2.3.  
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Figure 2.2: Schematic diagram of the experiment
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Figure 2.3: Calibration curve for the cone heater temperature 

 

Prior each run, the heat flux was fine-tuned with a heat flux meter (Gordon type) to 

ensure that the heat flux intensity was at a desired value. However, because of an AC 

power supply to the cone calorimeter and a slow time response of the heater controller, 

the cone heater temperature (as well as heat flux) slightly fluctuated like a sinusoidal 

wave. A typical amplitude of the fluctuation was approximately  2 kW/m± 2. Thus, it 

should be noted that the incident heat flux reported in the experimental data was an 

average value between the upper and lower heat flux readings. 

 

Before the experiment started, an aluminum foil shutter was placed in front of the sample 

surface. To begin the experiment, the shutter was taken away manually providing a 



 

uniform heat flux on the sample surface; then the data acquisition system began to record 

the data. 

 

Each test was conducted until a flaming autoignition of the combustible gases adjacent to 

the sample surface occurred. Then the sample was removed from the cone and the flame 

was extinguished immediately. In the case that flaming autoignition did not accomplish, 

the test was kept running up to about 2 hours or until the entire sample was consumed by 

a char combustion. The times from exposure of the sample until glowing ignition or 

flaming autoignition occurred are defined as glowing ignition or flaming autoignition 

time respectively.  At the end of each test, the glowing ignition and flaming autoignition 

times were documented. 

 

2.3 Experimental Observations 

 

A video recorded from the experiment was digitized to a digital format with a resolution 

of approximately 30 frames per second. By carefully examining frame-by-frame a 

process of the wood surface glowing ignition leading to the gas flaming autoignition can 

be revealed.  

 

As the wood surface was exposed to an incident heat flux, it pyrolyzed. The wood surface 

became black as it turned to char. Later, localized glowing areas could be observed as red 

spots started at the edges of the surface (Fig 2.4a). Subsequently the localized glowing 

spots propagated over the entire surface (glowing ignition). At this stage, the entire 
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surface became red because of the char surface combustion (Fig. 2.4b). Typically at this 

point, the surface temperature measured from an IR thermocouple dramatically increased. 

The char surface combustion consumed the char layers on the wood surface; hence the 

wood surface regressed. Eventually the char surface combustion caused a transition to the 

gas flaming autoignition (Fig. 2.4c). 

 

 

(a) Localized glowing start at 60 s (b) Glowing ignition at 84 s 

Localized glowing spots 

Flames 

 

 

 

 

 

 

 

 

 

 

 

 (c) Flaming autoignition at 882 s 

 

Figure 2.4: A sequence of wood glowing ignition leading to gas flaming autoignition 

(  = 30 kW/miq ′′& 2, heating across the grain), the cone heater panel is located on the left of 

each picture. 
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2.4 Surface Temperature Measurements 

 

2.4.1 An Infrared Thermocouple and Its Calibration 

To obtain a good measurement of surface temperature with a conventional thermocouple, 

the thermocouple must be in good contact with the measured surface. However, it is very 

difficult to maintain the thermocouple in good contact to a wood surface because when 

the wood surface undergoes surface oxidation, it usually cracks.  The cracks cause the 

thermocouple to drift away from the measured surface. It is impossible to predict where 

the cracks will occur [62]. Thus, measuring the wood surface temperature with a 

conventional thermocouple is not recommended. However, this problem can be overcome 

by using a non-contact infrared thermocouple where the measured surface temperature is 

estimated from the surface radiant energy. For this reason, an infrared (IR) thermocouple 

was utilized in present experiment. 

 

An infrared (IR) thermocouple model Omega® OS37-K-10 was employed to measure the 

sample surface temperature. The IR thermocouple measures an average surface 

temperature over the area that it views (see Fig. 2.5). The IR thermocouple has an aspect 

ratio of 1:10, which is defined as a diameter of the measured surface area to a distance 

from the measured surface. In the experimental setup, the IR thermocouple was located 

approximately 10 cm away from the sample surface providing that the measured surface 

was a circle of 1 cm diameter. Therefore, the temperature reading from the IR 

thermocouple essentially represented an average surface temperature of this circle. 
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Figure 2.5: Schematic diagram for the IR thermocouple aspect ratio and its view area: the 

reading temperature represents an average surface temperature over the shading area.  

(Not draw in scale) 

 

The output signal of the IR thermocouple is compatible to a conventional type K 

thermocouple. The IR thermocouple sensing range is from  -45 oC to 1370 oC with a 

proper calibration function. The IR thermocouple was connected to a data acquisition 

board from National Instruments PCI-MIO-16-E-4 DAQ Card, which was installed to a 

1.0 GHz Pentium III 128 MB memory Dell-PC. The IR thermocouple has a response time 

of 80 ms which is vary fast compared to a data sampling rate of the data acquisition 

(about 1 second); thus, the “shutter effect” observed in the previous study [1] can be 

avoided. LabVIEW® version 5.1 was used to acquire, display and save data from the data 
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acquisition system. The output signal from the IR thermocouple was recorded every 1 

second.  

 

The IR thermocouple was insulated with Kaowool® board type M and wrapped with 

aluminum foil. It was installed at approximately the center of the cone heater panel and 

pointed to the wood surface (see Fig. 2.2). To maintain a surrounding temperature around 

the IR thermocouple within its operating temperature (< 250 oC) an air purge flow was 

utilized to cool the IR thermocouple. The air flow was provided to a built-in air purge 

socket by the pneumatic air pump of the cone calorimeter. Since the IR thermocouple 

was installed near the cone heater panel; the surrounding temperature around the IR 

thermocouple was relatively high. The surrounding temperature changed as the heat flux 

was changed. These changes of the surrounding temperature affected the reading signal 

of the IR thermocouple. To minimize this effect, the following calibrations were 

employed.  

 

Prior each test, the IR thermocouple was used to measure a known surface temperature of 

an insulator board located at the same position of the wood sample as desired in the 

experiment. The readout IR thermocouple signal was set to mV (Fig. 2.6a). A known 

surface temperature was obtained from a conventional type K thermocouple measuring 

the surface temperature at the center of the view area of the IR thermocouple (Fig. 2.6b). 

To ensure that the thermocouple was in good contact with the measured surface, the 

thermocouple bead was flattened to obtain a thin film before installed approximately less 

than 1 mm underneath the surface.  
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(a) 

(b) 

 Stage I: transient heating Stage II: steady state heating 

 

 

 

 

 

 

 

 

Figure 2.6: (a) Output signals from IR thermocouple and (b) Output signal from 

conventional thermocouple for various heat fluxes. 

 

 

 
(a) 

 

 

(b)  Stage II: steady state heating 

 

 
Stage I: transient heating 

 

Figure 2.7: (a) calibration correlations and (b) the rate of change of the IR thermocouple 

signal (The plot shows only 1 test per heat flux to avoid overcrowded) 



 

The reading temperature from IR thermocouple in oC must be the same as that from the 

conventional thermocouple. Moreover, the IR thermocouple output signal in oC is also a 

function of the output in mV. Taking these facts, calibration correlations for various heat 

fluxes can be calculated. Fig. 2.7 shows that the signals from the IR thermocouple in mV 

and oC are correlated well with two linear lines with different slopes expressed in the 

form: 

 

 ,       (2.1) CmVIRmCT o
IR += ][.][

 

where ][ Co
IR  is the IR thermocouple reading temperature in T oC (taking from a reading 

value of the conventional thermocoupl ]mV  is the IR thermocouple reading signal 

in mV, m  is the slope of the calibration correlation, and C  is a constan

e) , [IR

t. 

 slope

 

 

The rising IR signal in mV with time shows two distinct behaviors (see Fig. 2.6a). At the 

beginning of the calibration process, the IR signal rapidly increases with time until it 

reaches approximately a constant value (stage I: transient heating); then the IR signal 

stays fairly flat through the end of calibration process (stage II: steady state heating). A 

transition point of the IR signal from stage I to stage II (see Fig. 2.7b) is considered when 

the rate of change of the IR signal in mV with time ( dtd V / ) is less than a prescribed 

value (typically 0.1 mV/s).  At stage I, the 56.2

m

 == I  mm oC/mV (C = 30 oC) 

provides the best fit to the data, and at stage II, the slope m is 89.20== IImm  oC/mV. 
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Good agreement between the surface temperatures measured by IR and conventional 

thermocouples is demonstrated in Fig. 2.8. The fluctuation of the temperature measured 

by IR thermocouple is because the IR thermocouple has a very fast response time; 

therefore it is sensitive to the fluctuation of the cone heater. The temperature fluctuation 

is approximately  20 ± oC. 

 

 

 

 

 

 

 

 

 

 

Figure 2.8:  Comparisons of the surface temperatures measured by IR and conventional 

thermocouples 

 

2.4.2 A Measurement of Wood Surface Temperature 

As mentioned earlier, when the wood surface is exposed to a low incident heat flux, the 

wood surface undergoes glowing ignition following by a significant char surface 

combustion. Eventually the char surface combustion could cause a transition to flaming 

autoignition in the gas phase. These physical processes can be elucidated from analyzing 
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a signal of the IR thermocouple. A time history of the IR thermocouple signal in mV is 

shown in Fig. 2.9. We may divide the IR signal into 4 stages: I transient inert heating, II 

steady inert heating, III transient glowing ignition and IV steady char combustion. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.9: Measurement of wood surface temperature by an IR thermocouple: a raw 

signal time history  

( q ′&  = 25 kW/mi′
2, heating across the grain;  = 229 s; tglowingt flaming = 1600 s) 

 

At the first stage, the IR signal (which directly relates to the wood surface temperature) 

monotonically increases with time. The monotonic increasing implies that the wood 

surface temperature follows the solution of a semi-infinite solid heat conduction 

subjected to a constant heat flux. As reradiation loss dominates the surface energy 

balance, the IR signal approaches approximately a constant value, which we call steady 
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inert heating stage (stage II). When the char surface oxidation becomes significant, 

excessive energy from the exothermic oxidation dramatically increases the surface 

temperature. The rapid increase in the surface temperature results in an inflection point, a 

“jump” in the IR signal, which we define as the point of “glowing ignition” (stage III). 

The IR signal deviates from the inert heating process at approximately 229 seconds. After 

the transient glowing ignition stage, the char surface combustion takes place. A constant 

IR signal implies that char layers on the surface are steadily burning (stage IV). 

Eventually the char surface combustion causes a transition to a gas phase flaming 

autoignition, which can be noticed as a second “jump” of the IR signal time history. Here 

the flaming autoignition occurs at about 1600 seconds. It should be noted that the flaming 

autoignition does not always cause a jump on the IR signal. This is because when flaming 

autoignition occurs, the flame tends to wander over the char surface. As a result the IR 

thermocouple might not view the flame. Generally, the experimental flaming autoignition 

was detected from re-running the video records. 

 

Transition points from for one stage to another are defined as when the rate of change of 

the IR signal ( dtV / ) is equal to a prescribed value (typically 0.1 mV/s). The IR signal 

in mV is then converted to the corresponding surface temperature in 

dm

oC from Eq. (2.1).  

 

The effect of surface emissivity of the insulator is embedded in Eq. (2.1) since it was 

used in the calibration. To correct for the emissivity difference between the wood surface 

and insulator, we assume that at the same surface temperature, the radiant energy from 

the wood surface is equal to that from the insulator surface; thus  
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where wT  is the corrected wood surface temperature, inT  is the wood surface temperature 

calculated from Eq. (2.1), wε  and inε  are th  emissivity of wood (0.7 from Ref. [1e 9]) and 

sula 0.95, asbestos) ecti  andtor ( resp vely,  σ  is the Stefan-Boltzmin ann constant.  

 

It should be noted that changes in surface colors do not affect the measured temperature. 

This is because the IR thermocouple detects a radiant energy in the wavelengths from 2 

to 10 µ m (10-6 m), which s approx i imately 10 times longer than the wavelengths that 

dica colors, 0.4 to 0.7in tes  µ m [63]. 

ves. Considering Fig. 2.11, the total radiant energy receiving 

y the IR thermocouple is 

,         (2.3) 

 

 

As the wood surface underwent char surface combustion, the surrounding temperature 

around the IR thermocouple increased from the temperature at calibration, (see Fig. 2.10). 

An increasing of the surrounding temperature could affect the IR reading temperature 

because the IR thermocouple calculates the measured surface temperature for the total 

radiant energy that it recei

b

 

erIR qqq += 
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where  is the total radiant energy received by the IR thermocouple, q  is the radiant 

energy reflected from the surface, and  is the radiant energy emitted from the surface. 

IRq r

eq

 

 

 

 

 

 

 

 

 

 

Figure 2.10: Surrounding (ambient) temperatures around the IR thermocouple  

(  = 25 kW/miq ′′& 2, heating across the grain) 

  qsur

 

erIR qqq +=

eq

surr qq ρ=

IR thermocouple 

 

 

 

Figure 2.11: Systematic diagram illustrates the total radiant energy detected by the IR 

thermocouple  
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The radiant energy emitted from the surface is , where 4
,actSe Tq εσ= ε  is the surface 

emissivity, and  is the actual surface temperature. The radiant energy reflected from 

the surface is equal to the energy radiated from the surrounding times the surface 

reflectivity or surr q

actST ,

q ρ= , here  w ρ  is the surface reflectivi , and surq  is the ambient 

radiation, which can be e s 4
sursur Tq σ= , where surT  is the surrounding 

temperature. For a non-transparent surface the sum of surface reflectivity and surface 

emissivity is always unity thus, 

ty

stima  ated

ερ −= 1 . Accordingly, we can rewrite Eq. (2.3) as 

 (2.4) 

we can solve for the actual surface temperature as 

 

 

 

 4
,

4)1( actSsurIR TT εσσε +−= .      q

 

The radiant energy received by the IR thermocouple is directly related to the reading 

(apparent) surface temperature as 

 

 ,         (2.5) 4
,apSIR Tq εσ=

 

where  is the reading (apparent) surface temperature. Equating Eqs. (2.4) and (2.5), apST ,
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In the calibration correlation (Eq. (2.1)), the effect of surrounding radiation already 

included. Therefore, the change of the surrounding temperature from the calibration to 

experimental conditions can be taken into account as 

 

 )(1 4444 TTT −⎟
⎞

⎜
⎛ −

−=
ε  ,     (,,, CalsursurapSactST
⎠⎝ ε

2.7) 

where  is the surrounding temperature at the calibration and  is the surrounding 

wing ignites at 299 second and 391 oC and flaming ignites at 

600 second and 667 oC.  

 

Figure 2.12: A plot of surface temperature time history (

 

Calsur , sur

temperature at the test . The surface temperature after corrected for the emissivity and 

surrounding temperature difference from the calibration condition is plotted in Fig. 2.12. 

Here, the wood surface glo
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iq ′′&  = 25 kW/m2, heating across 

the grain;  = 229 s, Tglowing = 391 oC; tflaming = 1600 s, Tflaming = 667 oC) 
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2.5 Mass Loss Measurements 

pical 

 

Figure 2.13: A plot of typical mass loss time histories for various heat fluxes 

 

A sample mass loss was continuously measured by a load cell, Automatic Timing and 

Controls model 6005D-050E01. The load cell measurement span is 0 – 250 g with 2.0 kg 

maximum capacity. The load cell was connected to a data acquisition, and the mass loss 

was continuously monitored every 1 second. The raw mass loss data was smoothed by a 

3-point moving average to minimize noise signals from the measurement.  Ty

smoothed mass losses of the samples for various heat fluxes are plotted in Fig. 2.13. 
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A mass loss rate per unit area of the sample (mass flux) was calculated by a second-order 

central finite difference. At the first and last data points, first-order forward and backward 
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nite differences were used respectively. Typical mass loss rate per unit area time 

istories for various heat fluxes are illustrated in Fig. 2.14. 

 

 

Figure 2.14: A plot of typical mass loss rate per unit area (mass flux) for various heat 
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As one might expect, mass loss rate decreases with decreasing incident heat flux. The 

peak of the mass loss rate shifts forward in time as the incident heat flux decreases. For a 

given heat flux, the mass loss rate increases with time at the beginning of the heating 

process. This is because at this time, char does not significantly form on the wood 

surface; thus, the mass loss rate behaves like the burning of non-charring materials.  

When the char layer become thicker, it blocks the flow of the volatiles, the mass loss rate 

decreases, and then approaches a steady burning.  Once the thermal wave 
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3]. Finally, the mass loss rate decreases because of depletion of the sample. 

omplete experimental results for mass loss rate and surface temperature measurements 

re reported in Appendix C. Here, only the experimental data at glowing ignition and 

aming autoignition are presented. 
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 2.6 Glowing Ignition and Flaming Autoignition Experimental Data 
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Figure 2.15: Experimental glowing and flaming autoignition times 

 

Fig. 2.15 plots glowing ignition and flaming autoignition times as a function of incident 

heat flux.  The circles around the data points and the arrows indicate a time sequence of 



 

the sample starting from glowing ignition followed by flaming autoignition. As the 

incident heat flux decreases, glowing and flaming ignition are more difficult to achieve; 

hence they occur at longer ignition times. Below some critical heat flux, ignition cannot 

be obtained. We define this heat flux as the critical heat flux for ignition.  It was found 

experimentally that at incident heat fluxes lower than 20 kW/m2, flaming autoignition did 

not occur. Therefore the incident heat flux of 20 kW/m2 is considered as the critical heat 

flux for flaming autoignition. Babrauskas [5] summarized experimental critical heat 

fluxes for flaming autoignition of wood from various sources. He reported that an 

autoignition critical heat flux of 20 kW/m2 might best capture those reported data. 

Indeed, the critical heat flux found in this experiment is surprisingly identical to the 

Babrauskas value. As the incident heat flux was further decreased, glowing ignition did 

not occur for incident heat fluxes lower than 10 kW/m2; thus, the critical heat flux for 

glowing ignition is 10 kW/m2. It should be noted that the glowing ignition critical heat 

flux in this study is comparable to the critical heat flux for the piloted ignition of redwood 

ported by Spearpoint [23] (13 kW/m2 for heating across the grain and 9 kW/m2 for 

 fiber-tubes decomposed. The porous volumes on the surface when 

eating along the grain provides greater surface areas for char on the wood surface to 

re

heating along the grain). This may imply that if a piloted source is presented, flaming 

ignition might occur at a heat flux as low as the critical heat flux for glowing ignition. 

 

When heating along the grain, the wood surface tended to crack easily leaving large 

porous volumes.  In contrast, when heating across the grain, the wood surface pyrolyzed 

without significant cracks followed by the entire layer of the wood surface fell off as the 

cell walls of the wood

h
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oxidize with oxygen; thus, glowing ignition can occur faster when heating along the grain 

than across the grain. 

 

Experimental glowing ignition and flaming autoignition surface temperatures as a 

function of incident heat flux are reported in Fig. 2.16. A ± 10 % error bar (±  20 oC) 

indicates an uncertainty due to the IR thermocouple temperature measurement. The 

ignition surface temperatures (both glowing and flaming) slightly increase with 

decreasing incident heat flux when an incident heat flux is greater than the critical heat 

flux for flaming autoignition (20 kW/m2). This is because the ignition times (glowing and 

flaming) decrease with increasing incident heat flux; thus less time for the wood surface 

to raise its temperature. Accordingly, the ignition surface temperatures decrease as the 

incident heat flux increases. On the other hand when the incident heat flux is lower than 

the critical heat flux for flaming autoignition, the external heat flux becomes a dominant 

ctor for glowing ignition.  Therefore the higher the incident heat flux, the faster the 

mal conductivity is higher when heating along the grain 

an across the grain [12], less heat would accumulate at the surface before the ignition 

ccurs; thus the ignition surface temperature is lower when heating along the grain than 

hen heating across the grain. 

fa

rising rate of the surface temperature and thus the higher the ignition surface temperature. 

The glowing ignition surface temperature decreases with decreasing incident heat flux 

 

The ignition surface temperature when heating across the grain is greater than when 

heating along the grain. This may come from a difference in the wood thermal 

conductivity. As the wood ther

th

o

w
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Figure 2.16: Experimental glowing and flaming autoignition surface temperature 
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Figure 2.17: Experimental glowing and flaming autoignition mass flux 
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Fig. 2.17 shows ignition mass flux at glowing ignition and flaming autoignition for 

various heat fluxes. The error bar ( 1± g/m2.s) indicates the maximum and minimum 

limits of a moving average of the raw mass loss rate data. As the incident heat flux 

increases, the mass loss rate increases and thus the ignition mass flux (glowing and 

flaming) increases with incident heat flux. Regarding heating grain orientation, heating 

along the grain gives higher ignition mass flux than that across the grain. The reason is 

that when heating along the grain, the flows f the volatiles are not retarded by the wood 

 are when heating across the grain. As a result, a higher mass loss 

te is obtained at ignition.  

. The process of glowing ignition leading to flaming 

utoignition was elucidated from analyzing video records and IR thermocouple signals. 

he experimental data given here will be used to compare with theoretical models 

developed in the following chapters. 

o

grain fiber-tubes as they

ra

 

2.7 Conclusions 

 

Experimental study of glowing ignition and flaming autoignition of wood was conducted. 

The heat fluxes employed were ranging from 9 kW/m2 to 30 kW/m2. A wood surface 

temperature was continuously monitored by an infrared (IR) thermocouple. A mass loss 

was also recorded by a load cell. Glowing ignition and flaming autoignition times were 

measured. It was found that the critical heat flux for flaming autoignition is 20 kW/m2 

and for glowing ignition is 10 kW/m2

a

T
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Chapter 3 
odeling of Wood Pyrolysis 

condary reactions depend a temperature range of interest and wood 

omponents [7]. In general, the wood kinetic models are segmented into three main 

 simplest scheme to model the wood pyrolysis kinetics is to consider a single-step 

global reaction when the wood decomposes directly into products. Such a scheme is 

expressed as: 

 

A Kinetic M
 

 

3.1 Introduction 

 

In order to develop a theoretical model to describe the overall processes for ignition and 

combustion of wood, the kinetics of wood pyrolysis needs to be understood and modeled. 

When attempting to model many difficulties arise not only by the complexities of 

physical and chemical processes, but also by the lacking of reliable kinetic data inputs [7, 

64]. Several studies have been performed in modeling the pyrolysis kinetics of wood and 

its main components (see the reviews of Refs [7, 64, 65]). Roughly, the wood pyrolysis 

kinetics can be described as two stages relating to primary reactions of virgin wood 

decomposition and secondary reactions of the primary products. Significant effects of the 

primary and se

c

groups: a single-step global reaction, single-step multiple parallel reactions and multi-

step reactions. 

 

A
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ProductsWood k⎯→⎯ . 

 

The single-step global model is widely used [19, 28, 30-32, 66-69] due to its simplicity. 

However, the wood degradation process is complex; thus it may not be appropriated to 

describe such a complex process with only one global model. An alternative choice to 

model is achieved by considering multiple independent single-step reactions taking place 

in parallel corresponding to each component of wood. Then the overall reaction is a 

near combination of those components. The models that fall in this category can be 

written as [70-73]: 

on 

rocesses are described first by the virgin wood decomposing to primary products, which 

they unde eme of kinetic models in this group is 

 

  (Primary reactions) 

thermogravimetry analysis (TGA) is employed to derive the kinetic parameters from the 

li

 

i
k (Product)component) i (Wood i⎯→⎯ . 

 

A final group used to model the wood pyrolysis kinetics is considered the kinetic 

processes in both primary and secondary reactions [7, 34, 35, 74]. The degradati

p

rgo secondary reactions. A general sch

ProductsPrimary Wood 1k⎯→⎯

Products FinalProductsPrimary 2k⎯→⎯  (Secondary reactions). 

 

In present study, single-step three parallel independent reactions accounting for the main 

components of wood (hemicellulose, cellulose, and lignin) are considered. The 
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proposed model. The main object of this chapter is to construct a kinetic model for wood 

pyrolysis to couple with heat and mass transport models for predicting the overall 

rocesses of autoignition and combustion of wood. 

 

.2 Thermogravimetric Experiments  

ne

all pieces with an initial ma m 5 

 9 mg (the m ass 

p

3

 

In order to determi  the kinetic parameters (the activation energy, aE , and pre-

exponential factor, Pa ), a series of experiments were carried out using a PERKIN 

ELMER TAC7/DX apparatus for isothermal TGA, and a METTLER TOLEDO 

TGA/SDTA851 apparatus for non-isothermal TGA. The wood sample was redwood. 

Prior the tests, the samples were oven dry at 100 oC for 24 hours to control the moisture 

content. The wood samples were cut into sm ss ranging fro

ean initial m ≈  7.46 mg). to

  

In the isothermal tests, a series of experiments were performed at constant temperatures 

of 300, 350, 400, 450, and 600 oC in a nitrogen environment with a purge flow of 20 

ml/min. For the non-isothermal tests, a series of constant heating rates ( β ) of 1, 3, 10, 

30, and 100 oC/min, raising a furnace temperature from a room temperature to a final 

pyrolysis temperature of 700 oC, were performed in a nitrogen environment with a purge 

flow of 30 ml/min. Typical experimental mass loss histories for both isothermal and non-

isothermal are plotted in Fig. 3.1.  
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For the isothermal data (Fig. 3.1 (a)), the sample mass gradually decreases when the 

pyrolysis temperature is relatively low (300 oC). Increasing the pyrolysis temperature, the 

sample mass decreases more rapidly. The sample mass suddenly decreases to a final char 

when the pyrolysis temperature is greater than 450oC. The overall decomposition rate is 

controlled either by heat diffusion (conduction) into the solid or chemical reaction 

(Arrhenius reaction rate) depending on the heat transfer rate. For a high pyrolysis 

(furnace) temperature, high heat transfer rate, the chemical reaction occurs very fast; thus 

the decomposition rate is controlled by the heat diffusion.  On the other hand, when the 

pyrolysis temperature is low, the heat transfer rate is minimal and the chemical reaction is 

slow; therefore, the overall decomposition rate depends on the chemical reaction. The 

gradual decrease of the sample mass loss at low pyrolysis temperature (around 300 oC) 

may be considered as the chemical limit while the suddenly decrease of the sample mass 

loss at high pyrolysis temperature (> 450 oC) can be classified as the heat diffusion limit. 

A low pyrolysis temperature favors cross-linking and atomization of the active cellulose 

 form char while a high furnace heating temperature accelerates reactions of the active 

by kinetics. For a given heating rate (e.g. 3 oC/min), the sample mass decreases uniformly 

to

cellulose to gas [7, 74]. Thus, the isothermal char yield at a low pyrolysis temperature is 

higher than when at a high pyrolysis temperature. 

 

For the non-isothermal data (Fig. 3.1 (b)), at high heating rate (> 10 oC/min), the sample 

mass decreases almost instantaneously as the heating process starts. This indicates the 

decomposition process is in the heat diffusion limit region. At low heating rate (< 10 

oC/min), the sample mass gradually decreases as the decomposition process is controlled 
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ass loss curve transitions to a lower slope. A presence of two slopes may imply 

at more than one kinetic reaction takes place, at least in this temperature range of 

terest.  

 

 

 
Figure 3.1: (a) Isothermal (various constant temperatures) and (b) non-isothermal 

ry 

 

with one slope until its remaining mass reaches approximately 30% of the original mass; 

then the m

th

in

 

 

 

 

 

 

 

 

 

 

 

 

 

 

][st

(various constant heating rates) mass loss histo



 

3.3 Methods to Determine the Wood Kinetic Parameters 

 

In this section, methods to determine the kinetic parameters are discussed. The total wood 

density ( ρ ) changes as it undergoes the pyrolysis process. A continuum representation 

for decomposition c siders the aon ctive wood with the char in a fixed volume. It is 

onveni o write an instantaneous fraction of the total wood density in terms of a mass c ent t

conversion fraction (α ) such that  

 

Wf

W

ρρ
 

ρρ
α

−
= ;         (3.1) 

Thus, the remaining fractional wood density can be given by  

 

−

 

 

fW ρρ
fρρ

α =−1 .        (3.2) 

he value of

−

−

 

 α  goes from zero to unity as the total wood density ρ  goes from WρT , the 

virgin wood density to fρ , the final density (i.e. char density). The rate of change of the 

onversion factor can be expressed in a general differential equation form as  c

 

)()( Tkf
dt
d αα

+= ,        (3.3) 
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where )(αf  is a reaction order function depending on the local conversion factor, and 

xp

,        (3.4) 

)(Tk  is the rate constant which can be e ressed as the Arrhenius rate equation:  

 

)/exp()( RTEaTk aP −= 

  

where Pa  is the pre-exponential factor, aE  is the activation energy, and R is the 

universal gas constant. 

 

e positive sign in Eq. (3.3) has the physical meaning as a production rate of Th α . 

However, this production rate will be a destruction rate of the wood density (e.g. the rate 

of change of ρ  with respect to time is negative). A primary problem of determining the 

te of chang f the conversion faction (Eq. (3.3)) is how to obtain the ra e o )(αf , and

rally, There are two methods: (1) differential, and (2) integral 

methods, to determine  and . We shall first consider the differential method 

following Flynn [75]. 

 

3.3.1 Differential Method 

Combining Eq. (3.3) and (3.4) together provides 

 

 

 Pa  

and E in Eq. (3.4).  Genea

aE Pa

)/exp()( RTEaf
dt
d

aP −= αα .      (3.5) 

Taking the natural logarithms on both sides of Eq. (3.5) gives 
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( ) ⎟
⎠
⎞

⎜
⎝
⎛−=⎟

⎠
⎞

⎝ TR
E

dt
a

P
1(α .       

 

lynn [75] suggested that the reaction rate at de

⎜
⎛ afd )lnln α

F gree i of the conversion factor ( dtd )/( iα ) 

is a function of )( if α and )( iT α  or  

 

 ( ) ⎟⎟
⎞

⎜⎜
⎛

−=⎥
⎤

⎢
⎡

⎟
⎞

⎜
⎛ 1)(lnln aE

afd αα .     (3.6) 
⎠⎝⎦⎣ ⎠⎝ )( i

Pi
i TRdt α

 

From Eq. (3.6), one might plot ])/ln[( idtdα  against the reciprocal of temperature, 

)(/1 iT α . If the plot is linear, then the slope is REa /−  and the ordinate interception is 

( )pi af )(ln α . Thus, the activation energy at iα  ( )( iaE α ) can be estim ted as 

 

a

.         (3.7) 

 

pon which we know the form of 

1.mREa −=

U )(αf , the pre-exponential factor, , can be 

 

Pa

calculated such that  

)(αfP

 

where 1m  and 1b  a

1eb

a = ,         (3.8) 

re the slope and the ordinate interception of the plot of )]/ln[( dtdα  

against )(/1 αT  respectively. 
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Eq. (3.7) and (3.8) are widely used in determining the kinetic parameters for isothermal 

lternately, if the rate constant  is not a function of 

TGA; nonetheless, it can also be employed for non-isothermal TGA with a constant 

heating rate [75].  

 

3.3.2 Integral Method 

)(Tk α , and )(αf  is independent of A

T , separation of va Eq. (3.3) gives 

 

riables in 

∫∫ ==
t

dtTk
f
dF

0

')(
)'(

')(
0

α

α α
αα .       (3.9) 

ating rate 

 

 

If the he dtdT /=β  is constant, we can change the integration limit of Eq. (3.9) 

s 

 

 

a

∫∫∫∫ −===
T

T
a

P
T

T

tt

dTRTEadTTk
dt
dTdtTkdtTk

00

')''/exp(')'(1
'
'')'(1')(

00 βββ
; 

 

hence

 

 

,  

∫ −=
T

P dTRTE
a

F ')''/exp()(α .      (3
T

a

0
β

.10) 
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In this context, the sample temperature is assumed to be uniform yet varying linearly 

 to from T0 T in the time interval of  to . Unfortunately,  0 t )(αF  cannot be integrated 

xplicitly; therefore, a numerical integral or approximate solutions are required. Invoking 

imate solution of 

e

integration-by-parts of Eq. (3.10), Lyon [76] obtained the approx )(αF  

as 

 

 

( ))()2( αββ RTExxR −

 

where 

2
)(

)(
2α

α
RTaeEa

F
a

P
x

aP

+
=≈ ,     (3.11) 

)(/)( αα RTExx a−== . 

 

Take the natural logarithms on both sides of Eq. (3.11) provides 

 

 xx
TP )(α

 

aF +−−−−= )2ln(1lnlnln)](ln[ βα .    (3.12) 

ince )(αf  is independent of T , )(αF  is not a function of T, and if  is also not a PaS

function of , differentiating Eq. (3.12) with respect to the reciprocal of temperature, T

)(/1 αT , gives  

 

 

( ) ⎥⎦⎢⎣
⎡

− xTd
d

2(/1
ln

α
β ⎤−−−= xT 22)(

)
α .        (3.13) 
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The term  in the bracket can be neglected since in a typical temperature range of 

terest, t 3) becomes  

 

 )2/(2 x−

in his term is small [76]; thus Eq. (3.1

 

( ) ⎥⎦
⎤

⎢⎣
⎡lnβ Ed a −−= )(2

)(/1
α

α
T

RTd
.      (3.14) 

 we plot

 

If  βln  as an ordinate axis and )(/1 αT  as an abscissa axis, the slope of the graph 

is Eq. (3.14) (e.g. ( ) ( ) 2)(/1/ln mTdd =αβ ) providing that the activation energy at a 

particular conversion factor iα  is 

 

( ) [ ])(2)(2
)(/1

ln)( 2 i
i

ia TmRT
Td

dRE αα
α
βα +−=⎥

⎦

⎤
⎢
⎣

⎡
+−= ,   (3.15) 

 

where 2m  is a slope of the plot of βln  against )(/1 αT . 

 

Rearrange Eq. (3.12), we can obtain the pre-exponential factor, Pa , as 

 

( ))(/exp
)(

)(2
)( 2 ia 

iRT α ⎠⎝
ia

iP RTE
RTE

Fa α
α

βα ⎟⎟
⎞

⎜⎜
⎛ +

= .    (3.16) 

 

From Eq. (3.16), Pa  depends on both the heating rate β , and the conversion factor iα  

(e.g. ),( iPP aa αβ= ). 

 

 62 
 



 

Apparently, determining aE  from Eq. (3.7) or (3.15) does not require a knowledge of a 

form of )(αf  or )(αF , yet determining Pa  from Eq. (3.8) or (3.16) does. Therefore, it 

 worthwhile to expression fis develop an or )(αf  and )(αF  to obtain a consistent pre-

pyrolysis in general. 

Pyrolysis 

exponential factor for wood 

 

3.4 Application to Wood 

 

The wood pyrolysis process shall be described as follows. As a virgin wood is heated, it 

pyrolyzes to volatile gas and residual char. Let aρ  be the time-dependence of active 

wood. Initially its density is equal to the virgin wood Wρ . As the decomposition process 

 the active wood gradually pyrolyz fρ . takes place, es leaving only final char density, 

Thus at any given time, , the total density t ρ  could be written as 

 

( ) faC tXt ρρρ +−= )(1)( ,       (3.17) 

 

WfCX ρρ /=where  is the char fraction. 

 

ing the total wood density decomposes following a first-order Arrhenius reaction Assum

rate, we can write the decomposition rate as 

 

)/exp()( RTEaTk
dt
d

aPaa −−=−= ρρρ .     (3.18)  
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The negative sign indicates that the total wood density decreases with time. 

of

 

From definition  α  (Eq. (3.1)), we can write aρ  in term of α as 

 

 

Wa ραρ )1( −=         (3.19) 

.19) with respect to time gives 

 

Differentiating Eq. (3.17) and Eq. (3

 

dt
d

Xdt
d

C

a ρρ
)1(

1
−

= , and 
dt
d

dt
d

W
a αρ

ρ
−= .  

Thus  

[ ] 
dtdt WC
dXd αρρ )1( −−= .       (3.20)  

ubstituting the definition of

 

 dtd /α  from Eq. (3.3) and dtd /ρS  from Eq. (3.18) into Eq. 

.20) pro ides 

 

(3 v

[ ] )()1()( TkTk
dt
d

Wa ραρρ
−−=−=  

          [ ] [ ] )()()1( TkfX
dt
d

WC αρα)1( X WC ρ− −−=−= ; 

 

Thus we obtain the form of )(αf as 
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)1(

)1()(f −
=

CX−
αα .        (3.21) 

The expression of 

 

)(αf

21) can then be in

 in Eq. (3.21) is a general form of a first order reaction function 

[75]. Eq. (3. tegrated explicitly to obtain )(αF  as 

 

 ∫∫ −
−==

α

α

α

α αα
α

00
)'1(

)1(
)'(

)( X
f

F C  αα '' dd

           ⎟⎟
⎠

⎞
⎜
⎝

⎛
−
−

01
1
α
α

C

Since 00 =

⎜−= ln)1( X . 

 

α , )(αF  becomes 

 

 )1ln()1()( αα −−= CXF       (3.22) 

 

. 

he expressions of T α(f ) in Eq. (3.21) and )(αF  in Eq. (3.22) are based on the 

the wood yrolysis is a first-order Arrhenius reaction.  

 

3.5 Derivat f Activatio y and P ntial Facto

 

First we shall determine  and  based on Eq. (3.7) and (3.8). Plots of 

assumption that  p

ion o n Energ re-expone r 

aE Pa ])/ln[( idtdα  

against the reciprocal of temperature, )(/1 iT α  for various degrees of iα  are shown in 
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Fig. 3.2 (a) for isothermal and Fi al. The degree i of α  g. 3.2 (b) for non-isotherm

represents the percent of char converting from the virgin wood. A linear relation is 

btained hen e slopes of ight line t REa /−o ce th the stra s represen  and the ordinate 

interceptions are ( )Paf )(ln α . The aE , and corresponding P  at different degrees of i a α  

calculated from Eq. (3.7) and (3.8), re presented  Table 3.1. 

 

Table 3.1: Summary of aE  and Pa  at different de

a in

grees of iα  for (a) isothermal and (b) 

 

(a) Isothermal ( ) 

non-isothermal based on Eq. (3.7) and (3.8) 

X 2.0=C

iα  )( if α  Pa (s-1) aE  (kJ/mol) 
0.25 0.9375 2.185x104 79 
0.50 0.6250 3.837x104 84 
0.75 0.3125 1.071x105 89 
0.95 0.0625 5.167x104 87 

 

(b) Non-isothermal ( 2.0=C ) 

i

X

α  )( if α  Pa ( s-1) aE  (kJ/mol) 
0.40 0.7500 3.575x1013 194 
0.80 0.2500 1.989x1013 195 
0.99 0.1250 2.244x1010 209 

 

Alternatively, for non-isothermal data, we can estimate  and  based on Eq. (3.15) 

and (3.16).  A plot of 

aE Pa

βln  against )(/1 αT for various iα  is shown in Fig. 3.3. From the 

slopes of the linear lines, the aE  can be calculated from Eq. (3.15) and then Pa  from Eq. 

(3.16). A summary of aE  and Pa  is presented in Table 3.2. 
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Table 3.2: Summary of aE  and Pa  at different degrees of iα  for non-isotherm  based 

on Eq. (3.15) and (3.16) ( 2.0

al

=CX ) 

iα  )( iF α  Pa ( s-1)  (kJ/mol) aE
0.02 1.616x10-2 1.568x104 141 
0.20 1.785x10 1.281x10 172 -1 7

0.40 4.087x10-1 1.442x108 184 
0.80 1.288 5.167x10 182 8

0.99 3.684 5.167x1010 220 
 

Comparing between  obtained from isothermal and non-isothermal, the isothermal 

al  by approximately two times. The 

ifference may due to differences in the heating method since TGA techniques are 

temperature are important. The other explanation is that in the isothermal TGA, all the 

active wood components undergo decomposition processes simultaneously rather than 

sequentially decomposing as they do in the non-isothermal TGA. As a result, the mass 

rate for the isothermal TGA is higher and the  is lower than if the decomposition 

processes were examined separately as in the non-isothermal TGA. However, the 

from isothermal is comparable to the value of 79.8 kJ/mol suggested by Kanury [66] 

 from non-isothermal is consistent with most of the other literature’s values 

 Table 3.3. 

 should be noted that in isothermal TGA, the sample remains at the fixed furnace 

yrolysis) temperature for most of the decomposition while in non-isothermal TGA the 

rnace temperature increases over a range of values like each point in the wood would 

a a

is somehow lower than the non-isotherm

E E  

aE

d

sensitive to experimental conditions [64, 73, 77]. Both the heating rate and furnace 

a

aE

E  

aEwhile the 

in

 

It

(p

fu
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experience due to heating at the surface (by a constant fire or radiant temperature). For 

is reason, the non-isothermal TGA is more like a real fire environment than the 

othermal TGA. 

onsidering the non-isothermal  only, little difference is obtained between the 

alculated from differential (Eq. (3.7)) and integral (Eq. (3.15)) methods suggesting that 

oth approaches are consistent. The  increases as more fractions of virgin wood 

th

is

 

aE aE  C

c

aEb

convert to char (i.e. iα  increases). The  shows two distinct types of behavior (see Fig. 

3.4) : (1) the primary stage of wood pyrolysis process (T < 350 oC), when a low  of 

ol is obtained, and (2) the secondary stage of the pyrolysis process (T > 350 oC), 

 of 220 kJ/mol is observed. 

 

 

 

 

 

aE

aE

141 kJ/m

aEwhen a high 
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(a) Isothermal 

 

 

 

 

 

 

(b) Non-isothermal 

 

Figure 3.2: Isothermal and non-isothermal plots of 
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Figure 3.3: Non-isothermal plot of 
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Figure 3.4: Plot of Arrhenius rate constant ( )(Tk ) of wood pyrolysis for non-isothermal 
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3.6 Kinetic Modeling of Wood Pyrolysis 

 

A low  results in a lower temperature corresponding to the peak of the rate constant  aE

than for a high aE . Extracting from the experimental data, a plot of Arrhenius rate 

constant for β  = 1 oC/min comparing with the calculated Arrhenius rate constant is 

a

shown in Fig. 3.4. The calculated Arrhenius rate constant is estimated from Eq. (3.4) with 

two different values of . The low  of 141 kJ/mol is used for T < Tbreak and the high 

ployed for T > Tbreak. The Tbreak of 350 oC is introduced to obtain a 

best fit to the experimental rate constant; however, the T also reflects the temperature 

at which the primary reactions transition to the secondary reactions [30, 78] (i.e. the 

temperature at which a slope of mass lose curve transitions from one to another slope; see 

ass loss curve Fig. 3.1). The low  has the peak at approximately 350 oC (e.g. Tbreak) 

aE aE

E  of 220 kJ/mol is em

break 

aEm

after this temperature, the rate constant drops down to almost zero and peaks again at 

about 700 oC, which corresponds to the peak of the high aE  rate constant. However, most 

of the reaction rate occurs in the primary reaction regime as one can see in Fig. 3.5, 

which plots experimental and calculated Arrhenius rate constant )(Tk  (Eq. (3.4)), the 

experimental remaining fractional density α−1 , and the experimental mass loss rate 

( dtd /α ) on the same coordinate for non-isothermal TGA withβ  = 1 oC/min.  

 

The dtd /α  is a product of )(αf (i.e. ( α−1 )) and )(Tk ). As earlier indicated, the 

as ks where the fi  sec aks correspond to the peaks of the primary 

nd secondary rate constant respectively. However, after the first peak of  (T > 

)(Tk  

h two pea rst and ond pe

a )(Tk
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350oC), the remaining mass diminishes drastically (i.e. 0)1( →−α ) resulting in a 

gnificant decrease of si dtd /α . At the second peak of , the remaining mass is 

lmost consumed (

)(Tk

01 ≈−α ); thus dtd /α  is approximately zero. This observation 

plies that most of the wood degradation rate is mainly due to the primary reactions 

ccurring in a vicinity of the temperature of 350 oC, thus the secondary reactions at the 

mperature of 700 oC can be neglected.  

onsidering the wood degradation rate as a function of heating rates, Fig. 3.6 shows a 

eak value of 

a

im

o

te

 

C

dtd /α  that remarkably increases as the heating rate βp  increases 

ggesting that the decomposition rate strongly depends on the heating rate. However, the 

orresponding temperatures to the peaks slightly increase as the heating rates increases. 

he corresponding peak temperatures vary in a narrow range from approximately 350 oC 

 450oC. The narrow range of the corresponding peak temperatures confirms the 

ssumption that only the primary reactions dominate the overall wood decomposition rate 

t least in this temperature range of interest.  
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Figure 3.5: Plot of 1- experimental )(Tk ; 2 - calculated )(Tk ; 3-remaining fractional 

density ( α−1 ); and 4-experime

])[( 1−sTk

1000
1 α−

][x5 1−s
dt
dα

2 4

1

3 

][KT

dtd /α  for non-isothermal TGA, βntal  = 1 oC/min 

 

Figure 3.6: Plot of non-isothermal wood decomposition rate (
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][ 1−s

 

 

 

 

 

 

 

dt
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dtd /α ) for various β  
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As we e n rate curve (Fig. 3.6), there appears to be (at 

ast) three separate peaks merged together to make the overall decomposition rate peaks. 

Thus it eparately depending on different kinetic reactions. 

he overall wood decomposition rate is the weighted sum of those independent 

Generally, wood is mainly composed of cellulose (%50), hemicellulose (25%), and lignin 

(25%) [64]. The hemicellulose is found to decompose first in a temperature range 

etween 200 oC and 260 oC. The second component decomposing is cellulose, which 

s in a temperature range of 240 oC to 350 oC. Finally, the decomposition of lignin 

nents in 

e mixture behave in the same way as they do separately[70, 71], we may model the 

osi

se  Char + Volatiles 

Lignin Char + Volatiles. 

 

verall wood decomposition rate 

carefully observ  the decompositio

le

 is possible to model each peak s

T

decomposition rates, based on mass fraction of each component, contributing to the 

overall mass of the virgin wood.   

 

b

occur

takes place around 280 oC to 500 oC. If we assume the main three wood compo

th

decomp tion rate of each component independently in three parallel reactions as: 

 

Cellulose ⎯→⎯ 1k  Char + Volatiles 

 

Hemicellulo ⎯→⎯ 2k

 

⎯→⎯ 3k

( dtd /αThe o ) is the weighted sum of the three parallel 

actions: re
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∑=
3

=

j
j

d
X

dt
d 

1j dt
αα ,        (3.23) 

 

and  

 )()( Tkf
dt

d
jj

j α
α

= ,        (3.24) 

 

where  is the mass fraction of the jth component of wood (consider wood to be a 

mixture); 1
1

=∑

jX

3

=j
jX , jα  is the mass conversion of wood component j ; αα =∑

3

=

icellulose

1j
jjX  

(the total mass conversion), and  j =1, cellulose; j = 2, hem ; j = 3, lignin. The 

reaction order functions )( jf α  are expressed according to Eq. (3.21) and the rate 

constant )(Tk j follows Eq. (3.4); thus. 

 

 

)1(
)1( j−

)(
, jC

j X
f

−
=

α
α          (3.25) 

) .       (3.26) 

he  is the char fraction of the jth component; however, for simplicity we assume all 

components have the same char fract

and  

 

 /exp()( ,, RTEaTk jajpj −=

 

 jCX ,T

ion. As we observed from the residual mass in Fig. 
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3.1 for both isothermal and non-isothermal TGA, the final char mass fraction is 

approximately 20% thus 20.0, =jCX .  

 

To fit the theoretical decomposition rate (Eq. (3.23)) to the experimental value, first we 

assume the main three fractions are 75.01 =X , 15.02 =X , and 10.03 =X . As indicated 

earlier, the aE  of 141 kJ/mol is a dominant value for the over ss loss rate, 

ntly this ac ivation energy is assigned for the cellulose component 

( 1411, =aE kJ/mol, and 9
1, x1041.1=Pa  s

all ma

conseque t

-1). The other two aE  are estimated based on the 

least squared method [70] in order to minimize the summation function: 

 

2

 
1 calexp
∑
=

⎤⎡ ⎞⎛⎞⎛N dd αα .27)
⎥
⎥
⎦⎢

⎢
⎣

⎟
⎠

⎜
⎝

−⎟
⎠

⎜
⎝

=
n dtdt

S .      (3  

 

The subscript “exp” refers to the experimental value and “cal” refers to the calculation 

value (Eq. (3.23)). The summation is performed over the data points N.  

 

We may define the average deviation [70] as  

 

exp/dt)max(d
x100(%)

α
=Div .      (3.28) 

 

S/N
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Within 5% of the average deviation, the 1252, =aE  kJ/mol and  kJ/mol with 

e  are obtained. A plot of the experimental and calculation 

decomposition rate is shown in Fig. 3.7. The calculation degradation rate captures the 

experim ntal value reasonably well as we express the very complex process of wood 

position with three parallel single-step reactions. For comparison, a single global 

reaction model (i.e. 

1653, =aE

1,3,2, ppP aaa ==

e

th

decom

11 =X , 032 == XX ) with the 141=aE  kJ/mol and 

s-1 is also plotted on Fig 3.7. It is obvious that the single global reaction model over 

predicts the overall decomposition rate; nevertheless, the temperature at the peak of the 

decomposition rate matches fairly well with the experimental data. 

 

As we integrate the decomposition ra

9x1041.1=Pa  

te, the remaining mass conversion fraction ( −1

8 plots the remaining mass conversio

α ) 

can be obtained. Fig. 3. n fraction for the three 

parallel reaction model, and single global reaction model comparing to the experimental 

data as a function of temperature. Good agreement between the experimental data and the 

three parallel reaction model is obtained. It can be implied from the plot that about 90% 

of the active part of wood components is composed of cellulose and hemicellulose. The 

other 10% remaining of the active part is res mponent, which 

decomposes at a slightly higher pyrolysis temperature. Although the single global 

reaction model is able to reproduce the experimental remaining mass conversion fraction 

at the middle stage of the decomposition process, it cannot capture the experimental value 

at the early and final stages.  

 

 

ponsible by the lignin co
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][ 1−s
dt
dα

1 

2 

 4 

6 3 

][KT

 

 

 

 

Figure 3.7: Plot of 1- overall wood decomposition rate (Eq. (3.23)); 2- dtdX /11 α , 
cellulose decomposition rate; 3- dtdX /22 α , hemicellulose decomposition rate; 4-

dtdX /33 α , lignin decomposition rate; 5-single global wood decomposition rate; 6- 
experimental data, for non-isothermal TGA, β  = 10 oC/min. 

 

 

 

 

 

 

 

 

 

α−1

Lignin (~10%) decomposes: 
553 K < T < 773 K 

][KT

Hemicellulose and cellulose (~90%) 
decompose: 473 K < T < 623 K 

 

Figure 3.8: Plot of experimental and calculated remaining mass conversion ( α−1 ) for 

non-isothermal TGA, β  = 10oC/min 



 

3.7 Comparisons of Wood Kinetic Parameters 

 

In a simulation of wood pyrolysis and ignition, the wood kinetic parameters play an 

important role. These parameters sometimes depend on experimental conditions, 

preparations of samples, types of samples (e.g. wood species), as well as treatm ts of the 

experimental data. Consequently, the kinetic parameters may vary from one particular 

experiment to another. A variety of kinetic values are obtained as we search through the 

literature; there is merit to summarize them for comparison proposes. The literature’s 

values for aE , and Pa  summarized here are categorized mainly into two groups: (1) the 

values deduced from experimental studies chiefly from TGA techniques, and (2) the 

estimated values that researchers employed to obtain best fit for their overall wood 

degradation and combustion models. 

 

In the first group in which aE and Pa  are deduced from experiments, Milosaviljevic et al. 

[68] and Suurberg et al. [19, 69] conducted non-isothermal TGA, which the samples were 

heating with a constant rate until reached final pyrolysis temperatures. They suggested 

that aE  and Pa  of wood depended on char yield, heating rate, and a final pyrolysis 

temperature of interest. Different values were obtained as slow or rapid heating rates 

were used. For low final pyrolysis temperatures (<327 

en

oC) with slow heating rate 

( 6≈β oC/min), they obtained a relatively high aE  of 221 kJ/mol and a corresponding Pa  

of 1.13x1017 s-1.  For high final pyrolysis temperature (>327 oC) with rapid heating rate 

( 60≈β oC/min), the aE  would yield a value of 139 kJ/mol with Pa  of 9.13x1011 s-1. 
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Roberts [64] pointed out that with highly purified cellulose, the pyrolysis would proceed 

tud

. Kanury [66] employed a radiograph technique where a density 

changing of a specimen was monitored continuously by a series of X-ray images. The 

samp ting rate until it reached a final pyrolysis 

temperature. ith a best linear fit to his data, he obtained  of 79.8 kJ/mol with  of 

4 -1 e

assuming the pyrolysis followed a single-step first order process. They suggested values 

of 140 kJ/mol for  and 6.79x109 s-1 for r l. [74] studied a decomposition 

process for a relatively large cellulose sam le (> 100 mg), and obtained an of 74 

However, the Broido’s pyrolysis mechanism was refuted by recent researchers [65, 70] 

c values differed greatly 

 

with a high aE  of 235 kJ/mol when the pyrolysis was unaffected by autocatalysis. When 

autocatalytic effects took place, however, the pyrolysis would yield a low E  of 126 

kJ/mol. Differences in sample size and heating rates were also s ied. A large sample 

with rapid heating rates would give a low aE  while a small sample with slow heating 

rates yields a higher 

a

aE

le was heated with a constant hea

 W a P

2.5x10  s . Lewellen et al. [67] deduced aE  and Pa  from the experim ntal data by 

a P

a

kJ/mol. They proposed that the cellulose pyrolysis could proceed with two different paths 

where the ratio of the rate constant of these two paths remaining approximately constant. 

due to the experimental conditions were strongly in the heat transfer limit. Frendlund [41] 

obtained a relatively low value of aE  (26.3 kJ/mol). His kineti

from those of other researches. The discrepancy may be due to the technique employed in 

his experiment where the Frendlund samples were relatively larger than others and hence 

the Frendlund aE  would fall into the range of heat and mass transfer limit.  

E a

E a . B oido et a

p E
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Reg

te (or large sample mass/size), the pyrolysis rate of cellulose would be 

ontrolled by heat and mass transfer diffusion resulting in a low . On the other hand, 

ting rate 

ac

arding an initial sample mass/size and heating rate, we may point out that at high 

heating ra

aEc

at a low hea (or small sample mass/size), the pyrolysis rate is in a chemical limit 

resulting in a high aE . 

 

Recently, single-step multiple independent parallel reactions accounting for the main 

components of cellulosic materials have been proposed by many researchers [70-73].  

Orfao et al. [70, 71] assumed three independent parallel re tions to express 

decomposition  processes for a variety of wood species. They obtained 1aE  of 7201±  

kJ/mol with 1Pa  of 15x10)4.014.1( ±  s-1 for pesudo-component 1,  of 88.4 kJ/mol 

ith  for pesudo-component 2, and  of 18.1 kJ/mol with  of 

r ec

0

 2aE

2Pa  of 5.27x105 s-1
3aE 3Paw

1.57x10-2 s-1 for pesudo-component 3 where pesudo-component 1, 2, and 3 are related to 

the primary decompositions of cellulose, hemicellulose, and lignin respectively. Gronli et 

al. [73] studied degradation p ocesses of various sp ies of hard and soft woods. They 

found that with three parallel first-order reactions for the main three components and two 

extractive reactions of wood, the simulation model could describe the degradation 

processes of hard and soft woods with good accuracy. They suggested a set for aE  of 10 , 

236, and 46 kJ/mol for the main components (hemicellulose, cellulose, and lignin 

respectively), and 105 and 127 for the two extractive components. Wu et al. [72] assumed 

two parallel fist-order reactions to simulate a kinetic degradation of red oak. With 1E  of a
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2 nd 

rime

he above  and  were derived based on a first-order reaction model; however, it is 

lysis with other reaction order. For example, Kashiwagi 

nd Nambu [79] employed a non-isothermal TGA technique (heating rate ranging from 

 si

17 -1

20 kJ/mol a of 240 kJ/mol, good agreement between the simulation and the 

expe nt was obtained. 

 

2aE

 aE PaT

possible to model the kinetic pyro

a

0.5 to 1 oC/min) to determine the kinetic constants of a thin cellulosic paper. They found 

that the mulated pyrolysis rates agreed well with the experiments when the reaction 

order was assumed to be 1.8. They obtained aE  of 220 kJ/mol with Pa  of  2x10  s  for 

the degradation processes in a nitrogen atmosphere, and aE  of 160 kJ/mol with P of 

2x10

a

12 s-1 for the degradation processes in air. 

 

In the second group of aE  and Pa  results in which the investigators assumed values to 

obtain the best fit for their modeling predictions of thick decomposing wood samples, 

Kung [26] used the values for E  of 139 kJ/mol with a  of 5.3x10a P
8 s-1. Tinney [30], 

when computing weight loss of heated wooden dowels, found that it was necessary to 

introduce a break point into the computations to obtain good agreement with the 

experimental weight loss values. He suggested that for the first stage of computation, 

( 5.0~33.0/ <Wρρ ), the d be 124 kJ/mol with  of 6x10 ~7.5x10  s . For the 

final stage of the decomposition (

aE  woul Pa 7 8 -1

W 5.0~33.0/ >ρρ ), the  would be 150~180 kJ/mol 

8 9 -1

a

with Pa  of 4x10 ~2x10  s . If we convert the Tinney’s break point based on the density 

ratio ( W

E

ρρ / ) to our present study of mass conversion fraction (α ), the Tinney’s break 
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point in terms of α  would be 8.0~6.0  and thus the breakT  would be 300~400oC. This 

observation shows that the breakT  of 350oC in the present study is consistent with Tinney’s 

. Other estimated literature’s values of  and  are summarized in Table 3.3. 

 

Though the present TGA study could not provide information for the heat of pyrolysis of

breakT aE Pa

 

3.8 Heat of Wood Pyrolysis 

 

), it is worthwhile to sum arize the valu  others literature. The heat of 

er ic processes are involved; however, the overall pyrolysis 

rocess is endoth ic. He suggested that the endothermic heat of pyrolysis was in the 

range of 70 to 400 kJ/kg depending on the char yield. In contrast, Roberts [32] argued 

cess of wood should be exothermic due to the wood lignin 

ontent.  He suggested that as the wood decompose to yield cellulosic material and lignin. 

m es fromwood ( PQ

pyrolysis is the energy released from, or required to break the molecular bonds of the 

wood. Among the literature’s values, there is great confusion in terms of PQ  as 

endothermic or exothermic, as well as its magnitude.  

 

Suuberg et al. [19] reported that as the wood pyrolysis proceeded, a number of 

exothermic and endoth m

p erm

that the bulk pyrolysis pro

c

The lignin would further decompose to give volatiles and residual solid, and thus this 

process is exothermic which controls the overall heat of pyrolysis of wood. He calculated 

the exothermic heat of pyrolysis of wood as 192 kJ/kg. Recently study on the heat of 

wood pyrolysis was carried out by Rath et al. [78], where they employed TGA and DSC 

(differential scanning calorimeter) techniques with a heating rate of 10 oC/min to two 
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species of woods (beech and spruce). They found that as the wood underwent the primary 

reaction (200 to 390 oC), the heat of pyrolysis was endothermic; however, as the 

secondary reaction took place (from 390 to 500 oC), the heat of pyrolysis shifted to be 

exothermic. The primary reaction reflected the degradation process of virgin wood to 

primary char, while the secondary reaction was the further reaction of the primary char. 

The overall heat of pyrolysis was the sum of the heat of pyrolysis from the primary and 

secondary reactions. Depending on wood species, they calculated the overall heat of 

pyrolysis of beech as 122 kJ/kg (endothermic) and spruce as 289 kJ/kg (endothermic). 

 

In dealing with the uncertainty whether wood pyrolysis is exothermic or endothermic 

rocess, Atreya [4] suggested that the energy due to the pyrolysis term was small 

ompared to other terms in the transport energy equation of the wood pyrolysis process 

nd shall be neglected for simplicity. This assumption was also assumed by various 

vestigators [29, 41]. A summary of literature on the heat of pyrolysis of wood is 

resented in Table 3.3. 

3.9 Conclusions 

othermal and non-isothermal TGA studies of wood pyrolysis (redwood) were 

erformed. A kinetic model was constructed. Conclusions can be drawn as the 

llowings. The activation energy obtained from isothermal TGA is less than that from 

al TGA by about a factor of 2. However, the non-isothermal activation 

energy is recommended in modeling wood pyrolysis since in a fire environment the wood 

p

c

a

in

p

 

 

Is

p

fo

non-isotherm
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is more likely to be heated with constant heating rate rather than constant temperature. 

Most  decomposes in perature vicinity of 350oC confirmi

primary reactions dominate l wood deco ition proc he e 

range of 300 to 700 oC y reac furth del  

independent parallel first-order reactions corresponding to the main three com of 

wood (cellulose, hemicellul lignin). Th on energy

hemicellulo e, 141 kJ/mol fo lose, an ol for lignin are found to be the 

best fit to the experimental decomposition rate and g mass conversion fraction.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

of the wood  the tem ng that the 

 the overal mpos ess in t

er mo

temperatur

ed by three

ponents 

. The primar tions can be 

ose,  and e acti ativ  of 125 kJ/mol for 

s r cellu d 165 kJ/m

 remainin
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Table 3. mary of wood kinetic parameters and heat of pyrolysis 

[ [kJ/kg] 
Sa

3: Sum

References pa  
s-1] 

a

[kJ/mol] 
E  PQ c 

mple 

 
Milosav

9.13x1011 

(>327oljevic et al. 
[68] and 

Suuberg et al. 
[19, 69]a

C, and 
rapidβ ), 
1. 17

(<3  and 
13x10
27oC,

slowβ ) 

139 
(>327o

rap
C, and 

idβ ), 

(<32 and 
sl

221 
7oC, 
owβ ) 

C  

(Wh an 
CF-11 

powder) 

+70 ~ 
+400 

ellulose
powder 

atm

Kanury [66] a 2.5x104 7  9.80 - α -Cellulose 
 
 
 

Roberts [64] a

7x107 126 (rapid β , with 
auto tic 

effects), 
23

cataly

5 (slow β , 

autocatalytic 
effects) 

Cellulosic 
ma ial 

without 

- 
ter

Fredlund [41] a 0.54 26.3 0 Spruce 
 

Lewellen et al. [67] 

a 

 

6.79x109 Cellulosic 
material 

  
140 

-  

 

Orfao et al.  10   

 = 1.57x10-2 s-1

= 
 

1P =
x)4.014.1( ±

[70, 71] a

a
15

2Pa  = 5.27x105

3Pa

1aE 7201±  
(cellulose) 

 88.4 
se) 

(lignin) 
 

- Pine, 
Eucalyptus, 
Pine bark 

2aE =
(hemicellulo

3aE  = 18.1 

 
 
 
 

Gronli et al. [73] a

2.63x1017 
(cellulose) 
2.29x106 

(hemicellulose) 
3.98 (lignin) 

8.13x108 

(extractive 1) 
1.78x1010 

(extractive 2) 

236 (cellulose) 
100 (hemicellulose) 

46 (lignin) 
105 (extractive 1) 
127 (extractive 2) 

- Redwood 

 
Wu et al. [72] a  = 1x1015

 = 1x1015

 

 = 220 
 = 240 
 
 
 

- Red Oak 1Pa

2Pa
1aE

2aE
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Broido and Nelson 

 a 

 

- 
 

74 
 
- 

Cellulosic 
material 

(> 100 mg) [74]
 

Kashiwagi et al. 2x10
[79] a

(in N2) 
2x1012 (in Air) 

220 (in N2) 
160 (in Air) 

- Paper 17 

Rath et al. [78]a - - +122 
+289 

Beech 
Spruce 

Weatherford and 5.3x108 139 +360 - 
Sheppard [31] b

Gandhi and Kanury 
[44] b

7x107 126 +360 - 

Ritchie et al. [33]b 2.5x108 126 +126 - 
Roberts [32] b 7x107 126 -192 - 
Parker [29] 5.94x10 121 0 -  b 7

 

Tinney [30]
 

 b

6x107~7.5x108 

( 5.0~33.0/ <Wρρ
), 

4x108~2x109 

( 5.0~33.0/ >Wρρ
) 

124 
)5.0~33.0/( <Wρρ

150~180 
)5.0~33.0/( >Wρρ

 

- - 

Atreya [4] b 1x108 125 0 - 
Sibulkin [28] b 1x1010 150 +500 - 
Present Study 1.41x109 125 (hemicellulose) 

141 (cellulose) 
165 (lignin) 

 Redwood 

 

 

a  obtained from experimental study 

b  obtained from the best fit to their numerical models 

c  positive sign indicates endothermic, negative sign indicates exothermic. 
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Chapter 4 

 

 

The Solid Phase 
 

 

4.1 Introduction

ted to a heat flux, it undergoes decomposition. The wood decomposes 

ood surface is high, the ignition occurs relatively fast before 

char significantly forms on the surface. The flame first appears in the gas phase away 

from the heated surface [2, 9]. However, when the heat flux is low, the char formation on 

the surface is considerable before flaming ignition occurs [2]. The char layer behaves like 

a thermal insulator by blocking heat transfer to the virgin wood; hence, a high surface 

temperature of the char layer is observed. Because of the high surface temperature, the 

char layer can react heterogeneously with the oxygen from the surroundings resulting in 

“surface oxidation” and eventually “glowing ignition” at the surface [2]. By “glowing 

ignition”, we mean the onset of surface combustion. Glowing ignition is the stage in 

which the surface undergoes rapid oxidation [80]. Typically, the corresponding surface 

As wood is subjec

generating fuel gases flowing to the surrounding while leaving a residual char matrix 

over the virgin wood. As the fuel gases flow, they mix with air creating a combustible 

mixture. At a critical condition of the combustible mixture (e.g. suitable fuel/air 

concentration and sufficient gas temperature), flaming ignition can occur without any 

help of a piloted source (e.g. autoignition).  

 

When the heat flux to the w
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tem

imbalan , with the release of chemical energy to thermal 

ene  

combus  is exothermic. It adds energy to 

the 

tem

ignition

 

In this  is developed. The 

phy ix 

are inv

include ion based on a critical point 

for 

 

4.2

 

4.2.1 A

To 

model 

surface and temperature dependency of wood thermal properties. The following 

assu

1. 

perature can drastically increase over few seconds. This rapid increase is due to an 

ce of energy on the surface

rgy becoming dominant. Consequently, the surface oxidation transitions to “surface 

tion” or “glowing surface”. The glowing surface

combustible gas mixture adjacent to the char surface. When the combustible mixture 

perature is sufficiently high, the glowing surface could cause transition to flaming 

. 

chapter, a theoretical model for solid phase wood combustion

sical and chemical processes accounting for heat and mass transfer in the solid matr

estigated. The char surface oxidation, which can lead to “glowing ignition”, is 

d at the solid-gas interface. Criteria for glowing ignit

the surface energy balance are proposed and validated with the experimental data.  

 Theoretical Model 

ssumptions 

account for heat and mass transfer during the wood decomposition, a mathematical 

is developed after Kung [26]. Modifications have been made to account for char 

 oxidation 

mptions are imposed in order to simplify the problem: 

Since the incident heat flux to the solid surface is uniform, the problem could then 

be formulated as a one-dimensional transient heat conduction problem. 
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2. At any instant, the continuum volume of wood consists of three species: active 

wood, char, and volatiles.  

3. The wood decomposition processes can be expressed by three independent single-

r 3. 

vation of the continuum volume. 

7. he volatiles and the solid matrix are in thermal equilibrium (e.g. Tgas = Tsolid).  

8. of wat h  wood sample is small and can be neglected 

ed y base. 

9. herma lid de sity vary with temperature and they can be 

determined from a weighted average of the active wood and char.  

dary 

is perfectly insulated for both heat and mass transfer). 

12. T kes place on  at t rface, (no in-depth char 

oxidation) and it is taken into account at the front boundary of the energy 

equ

13. The char surface oxidation depends on the surface oxygen concentration and 

surface temperature. A one-dimensional stagnant layer model is assumed to 

compute the oxygen diffusion from the surroundings to the oxidizing surface. 

step parallel reactions as described in chapte

4. As soon as the volatiles are formed, they instantaneously flow to the surface. 

5. The pressure inside the solid matrix is constant (No Darcy law for the flow of 

volatiles). 

6. The volatile density is small comparing to active wood and char, and shall be 

neglected in the mass conser

T

The effect er vaporization of t e

since the experiments were conduct  on a dr

Local t l properties and so n

10. Convective and radiative heat losses are taken into account at the solid surface. 

11. No heat or mass losses occur at the back of the solid (e.g. the solid back boun

he char oxidation ta ly he solid su

ation. 
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14. Surface regression due to char surface oxidation is taken into account via a 

moving boundary.  

 

4.2.2 Description of a Decomposing Wood System 

Consider the wood system as a continuum volume. At any time, the wood system is 

consisted of virgin wood, char, and volatiles. As discussed in Chapter 3, the 

decomposition of the virgin wood can be described by the main three components of 

wood as cellulose (j=1), hemicellulose (j=2), and lignin (j=3). The decomposition of the 

j  component can be described as: 

 

Hemicellulose  Char + Volatiles , j = 2; 

Lignin Char + Volatiles  

 

Assuming each component of wood decomposes following a single-step first order 

Arrhenius reaction rate, we can write the decomposition rate of the j  component as 

 

th

Cellulose ⎯→⎯ 1k  Char + Volatiles  , j = 1; 

⎯→⎯ 2k

⎯→⎯ 3k , j = 3. 

th

)/exp( ,,, RTEa
t jajPja

j −−=
∂

∂
ρ

ρ
 ; for j = 1, 2, 3,   (4.1) 

here 

 

 

jρ  is the total density of the jth component,  ja,ρw  is the active density of jth 

omponent.  and  are the activation energy and pre-exponential factor of the jth 

component respectively. 

jaE , jPa ,c
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It is convenient to represent the total density of the jth component, jρ , in term of the 

active density, ja,ρ . Initially the active density is equal to the virgin wood density, jW ,ρ . 

As the decomposition process takes place, the active density gradually pyrolyzes to zero, 

leaving only the final char density, jf ,ρ . Thus, at any instant, the total density of the j  

component, 

th

jρ , is expressed as  

 

 jfjajCj X ,,, )1( ρρρ +−= ,      (4.2) 

 

 

here jWjfjCX ,,, / ρρ=  is the char mass fraction and jf ,ρw  is the final char density of the  

nent decomposition becomes 

 

jth component. Combining Eq. (4.1) and (4.2) the jth compo

 

)/exp(
1 ,

,

,
, RTE

X
a

t ja
jC

jfj
jP

j −⎟
⎟
⎠

⎞⎛ − ρρρ
⎜
⎜
⎝ −

−=
∂

∂
.     (4.3) 

, 

 

The overall decomposition rate is the sum of each component; thus

 

∑ ∂

∂
=

∂
∂ 3

j
jX

=1j tt
ρρ ,        (4.4) 

 

 

 

where  is the mass fraction of the jth component in the continuum volume of wood.  jX
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4.2.3 Species Conservation 

 volume of wood is com

volatile; 

The continuum posed of three species: active wood, char, and 

 

          ,       (4.5) 

 

0≈
gCa ρρρρ ++=

where ∑
=

=
1j

jjX ρρ  is the total wood density, ∑
3

=

species, is the total char density species, and 

=
1

,
j

jaja X ρρ  is the total active density 
3

∑
=

=
3

1
,

j
jCjC X ρρ gρ  is the volatile species 

which is small, and we assume can be neglected.  

 

ate of change of the total density in the continuum is 

 

 

The r

tttt ∂∂∂∂
gCa ∂

+
∂

+
∂

=
∂ ρρρρ .       (4.6*) 

he effect of ignoring the gas density might be considered here. From the equation of 

in the solid matrix may be estimated as

 

T

gg RTP /=ρ , where P  state, the gas density with

=∂∂ tg /ρ  is the pressure inside the solid matrix taken as a constant. Thus 

( )( )( ) ( )( )tTTtTTRP ggggg ∂∂−=∂∂− ////1/ 2 ρ

0≈g

, which is generally small (because 

ρ ). The rate of change of the total density becomes 
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ttt
Ca ∂

+
∂

=
∂

∂∂∂
ρρρ .        (4.6) 

 

Differentiating Eq. (4.2) with respect to time and substituting into Eq. (4.4) we can also 

write the rate of change of the total density as 

 

 
t

X
t

a
C ∂

−=
∂

∂∂ ρρ         (4.7) 

here  is the char mass fraction which is constant for all wood components 

ellulose, hemicellulose, lignin).  

density as 

)1( ,

 

jCC XX ,=w

(c

 

Rearranging Eq. (4.6), and (4.7) we obtain the rate of change of the total active and char 

 

tXt
X

Cj

jaa ∂⎟
⎠

⎞
⎜
⎝

⎛
=

∂
=

∂ ∑t j ∂⎟⎜ −∂∂ = )1(
ρρρ 13

1

,  ,     (4.8a) 

and 

tX
X

t
X

t
CjC

j
C

∂
∂

⎟⎟
⎞

⎜⎜
⎛

−
−

=
∂

∂
=

∂
∂ ∑ ρρρ

)1(

3
, ,     ( .8b) 

Cj ⎠⎝=1

4

 

The summation is made over the main three components of the active wood (cellulose, 

hemicellulose, and lignin). 
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4.2.4 Mass Conservation 

A one-dimen nal mass conservation is 

 

sio

0
)()()(
=

∂

∂
+

∂
∂

+
∂

∂
+

∂
∂

x
v

x
v

x
v

t
ggCCaa ρρρρ .     (4.9*) 

 

Since vv , the active wood and char do not flow, and 0== Ca ggg mv ′′−= &ρ , the pyrolysis 

olysis mass flux flows out in 

the negative x-direction). The mass conservation becomes 

 

mass flux of the volatiles (the negative sign indicates the pyr

x
m

t
g

∂

′′∂
=

∂
∂ &ρ .         (4.9) 

 

 

4.2.5 Energy Conservation 

A one-dimension energy conservation of the solid matrix is 

 

x
qhvhvhv

xt
hhh ++∂ )(

gggcccaaa
ggCCaa

∂
′′∂

−=++
∂
∂

+
∂

)()(
&

ρρρ
ρρρ

, (4.10a) 

here  is the total enthalpy of the active wood (sum over cellulose, 

emicellulose and lignin),  is the total enthalpy of char, and 

 

 ∑
=

=
3

1
,,

j
jajajaa hXh ρρw

∑
=

=
3

1
,,

j
jCjCjCC hXh ρρ gg hρ  h

is the total enthalpy of the volatiles. The subscript “a” is for active wood, “C” is for char, 
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and “g” is for volatiles.  is the heat conduction within the solid matrix, which can be 

written as .  

q ′′&

)/( xTk ∂∂−

 

Recalling that there is no flow for the active wood and char species; thus 0== vv , and Ca

ggg mv ′′−= &ρ , we can rewrite the energy equation as  

 

⎟
⎠∂∂ xt
⎞

⎜
⎝
⎛ ∂

∂
∂

=′′
∂
∂

−
++∂ Tk

x
hm

x
hhh

gg
ggCCaa )(
)(

&
ρρρ

.    (4.10b)  

 

he total enthalpy is composed of the sensible enthalpy ( ) and the enthalpy of 

nition, the energy equation 

es 

iSh ,T

formation ( 0
,ifh ). Replacing the total enthalpy with its defi

becom

 

.)()( ,⎜
⎝
⎛ +′′
∂
∂

−

∂
+

∂

hm
x

tt

gSg&

  (4.10c) 

)((

0
,

0
,

0
,

0
,,,,

⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

∂
∂

=⎟
⎠
⎞′′

∂
∂

++∂++∂

x
Tk

x
hm

x

hhhhhh

gfg

gfgCfCafagSgCSCaSa

&

ρρρρρρ

 

The rate of change of the gas total enthalpy can be neglected for the following reason

The gas sensible enthalpy term (

)
0≈ 0≈

s: 

ggPgS dTcdh ,, = ): 

 

 0)(
,,,

, ≈
∂

=
∂

=
∂

=
∂ t

PRc
t

RPc
t

c
t gPgP

gg
gP

gSg )()( ∂∂∂∂ Th ρρ
, 

 



 

where R is the universal gas constant, P is the pressure within the solid matrix. In this 

consideration, the pressure is constant. In general, the pressure could be allowed to 

hange as determined by the porosity of the system. This would require an incorporation 

 of formation term (  is a constant): 

c

of Darcy’s law which we believe would only add more complexity and uncertainty 

without any significant advantage. 

 

The gas enthalpy 0
,gfh

 

 0
)()()(

,

00

∂

∂

∂

∂

∂

∂

t
h

t
h

t
h

gfg

ρρ
. 

 

Neglecting the rate of change of the gas enthalpies, the energy equation reduces to 

 

0,, += ggfgfg ρ ≈

⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

∂
∂

=′′
∂
∂

−′′
∂
∂

−
∂

+∂
+

∂

+∂

x
Tk

x
hm

x
hm

xt
hh

t
hh

gfggSg
CfCafaCSCaSa )()(

)()( 0
,,

0
,

0
,,, &&

ρρρρ
 

          (4.10e) 

rom Eq. (4.8a) and (4.8b), the second term on the LHS of Eq. (4.10e) can be rearranged 

as 

 

 

F

t
h

t
h

t
hh C

Cf
a

af
CfCafa

∂
∂∂ ρρ)

+
∂

=
∂

+∂ ρρ 0
,

0
,

0
,

0
,(

 

                                            
tXX C

CfC

C

af

∂⎟
⎟
⎠

⎜
⎜
⎝ −

−
−

=
11

,, .    (a) 
hXh ∂⎞⎛ ρ00

 

0≈0=
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The forth term on the LHS of Eq. (4.10e) can be rewritten as 

 

 

t
h

x
m

hhm
x gf

g
gfgfg ∂

∂
=

∂

′′∂
=′′

∂
∂ ρ0

,
0

,
0

, )(
&

& .      (b) 

e

e obtain 

 

Substituting Eqs. (a) and (b) back into th  second and the forth terms of Eq. (4.10e) and 

rearranging, w

 

⎟
⎞∂Tk . 
⎠

⎜
⎝
⎛

∂∂
∂

=
∂
∂

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−

−
−

−
+′′

∂
∂

−
∂

+∂

xxt
h

X
hX

X
h

hm
xt

hh
gf

C

CfC

C

af
gSg

CSCaSa ρρρ 0
,

0
,

0
,

,
,,

11
)(

)(
&

(4.10f) 

he energy term in the square bracket on the LHS of Eq. (4.10f) is defined as the heat of 

pyrolysis ( ): 

 

 

T

PQ

 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−

−
−

−
−= 0

,

0
,

0
,

11 gf
C

CfC

C

af
P h

X
hX

X
h

Q .      (4.10g) 

 

he heat of pyrolysis represents the energy released (exothermic) or required 

consideration,  is positive for endothermic decomposition and negative for exothermic 

position.  

 

T

(endothermic) due to the active wood decomposes to char and volatiles. In this 

PQ

decom
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We can rearrange Eq. (4.10g) to gain a physical meaning of the energy equation as the 

rate of change of the sensible enthalpy of active wood and char is balanced by (1) the 

heat conducted through the solid matrix, (2) the energy convected due to the flow of 

volatiles, and (3) the energy required/generated due to endothermic/exothermic kinetic 

decomposition. Consequently, the energy equation can be expressed as 

 

( ) ( ) ⎟
⎠
⎞

⎜
⎝
⎛
∂
∂

+′′
∂
∂

+⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

∂
∂

=
∂

+∂

t
Qhm

xx
Tk

xt
hh

PgSg
CSCaSa ρρρ

,
,, &   (4.10h) 

 

The sens

,

ible enthalpy  is defined as 

T
iPiS dTTch )(,, ,        (4.11) 

 

here  is the specific heat capacity of the ith species (active wood, char, and 

volatiles). 

 

Expanding the LHS of Eq. (4.10h), we obtain 

 

iSh ,

 

∫
∞

=
T

 )(, Tc iPw

( )
t

h
t

h
ttt

C
CS

a
aSCa ∂

+
hhhh CSaSCSCaSa ∂

∂
∂

+
∂

∂
+

∂

∂
=

∂
ρρ

+∂ ρρρρ ,,,,
,, .  

 

From the sensible enthalpy definition ( dTcdh PS = ) and Eq. (4.8) the previous equation 

can be rewritten as  
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( )
tX

hXhTcc
hh CSCaS

CPCaPa
CSCaSa

⎟⎟
⎞

⎜⎜
⎛

−+
∂

+=
+∂

ρρ
ρρ

)( ,,
,,

,,

Xtt CC ∂
∂

⎠⎝ −−∂∂
ρ

)1()1(
. (4.12) 

 

Substituting Eq. (4.12) into Eq. (4.10h) and rearranging, the energy balance becomes 

 

,
)1()1(

,,,

tX
hX

X
h

x
m

x
h

x
T

xt
T

C

CSC

C

aSggS

∂
∂

⎦

⎤

⎣ −−,hmkc PgSgPS ⎥⎢
⎡

+−+
∂

Q
′′∂

∂

∂
′′

⎠
⎞

⎝
⎛

∂
∂

∂
∂

∂
∂ ρ&

 

 

t∂
∂ρ

++⎟⎜=ρ &

,
)1()1( , tXXxx gS

CC
Pg ∂⎥⎦

⎢
⎣ −−∂

⎟
⎠∂  

,,, h
hXh

Q
h

mTk
xt

Tc CSCaSgS
PS

∂⎤⎡
++−+

∂
′′+⎞⎜

⎝
⎛ ∂

∂
∂

=
∂
∂ ρρ &

          (4.13) 

 

where PScρ  is the average heat capacity per unit volume of active wood and char such 

that ccc CPCaPaPS ,, ρρρ += . 

 

he energy terms in the br

e heat of pyrolysis per unit mass, 

T acket of Eq. (4.13) have their own physical meanings as PQ  is 

))1/(( , CaS Xh −th  is the energy released due to active 

red to produce char per unit mass (char sensible enthalpy), and 

nergy required to generate volatiles per unit mass (volatile sensible enthalpy). 

 

wood decompose per unit mass (active wood sensible enthalpy), ))1/(( , CCSC XhX −  is 

the energy requi gSh ,  is the 

e
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The specific heat capacity and thermal conductivity of partially pyrolyzed wood are 

calculated from a linear interpolation between the properties of active wood and solid 

char as 

 

( )
( )

( )
( ) CP

fW
aP

fW
PS ,, ρρρρ

Wf ccc
ρρρρ

ρ
−

+
−

= , 
−−

    (4.14a) 

( )
( )

( )
( ) C

fW

W
a

f

f kk
ρρ
ρρ

ρW

k
ρ

ρρ
−
−

+
−

−
= .      (4.14b) 

n f 

Active wood: 

 

Assumi g the thermal properties o cellulose, hemicellulose, and lignin are the same as 

the active wood, the temperature dependence thermal properties of active wood, char, and 

volatiles are taken from Ritchie et al. [33] as: 

 

Specific heat capacity: 

Tc aP 7.310, +=    (J/kg.K),  (4.15a) 

Solid char:  (J/kg.K),  (4.15b) 

 (J/kg.K).  (4.15c) 

 Active wood:   (W/m.K),  (4.16a)  

 Solid h : 010 5 += − TkC   (W/ .K   (4.16b) 

 

4.2.6 Boundary Conditions 

he boundary conditions for mass and energy equations can be described as follows: 

2
, 732.0355.01430 −−+= TTc CP 

 Volatiles: 1368.66 2/1
, −= Tc gP   

Thermal conductivity: 

0362.010054.3 4 += − Txka

c ar 0 8.46.9 x m ).48

T
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Mass: No mass transfers at the back boundary (i.e. Lx = ), and the total pyrolysis mass 

flux is equal to the mass flux at the surface (i.e. 0=x ), the mathematical exp ssion for 

mass boundary conditions are 

 

at Lx = , 0)(

re

=′′ Lmg& ,       (4.17a) 

at 0=x , Sgg mm ,)0( ′′=′′ && .       (4.17b) 

he mass flux for any given position can be determined by integrating Eq. (4.9) from the 

back bou

 

 

 

T

ndary to that location, i.e. 

∫ ⎟
⎠
⎞

⎜
⎝
⎛
∂
∂

=′′
x

L
g dx ,        (4.18) 

t
xm ρ)(&

k surface, the wood is insulated; thus an adiabatic boundary is 

employed, i.e.  

 

at 

 

Energy: At the bac

Lx = , 0=
∂
∂

x
T .       (4.19a) 

The char surface oxidation is important [2] as it marks the transition from surface 

oxidation to surface combustion (glowing ignition). It is necessary to include these 

effects in the front surface boundary of the energy equation. Accordingly the front energy 

boundary condition with char surface oxidation is   
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)()( 44
refSSSCCi TTTTh

x
TkH at 0=x , mq −+−+
∂
∂

−=∆′′ ∞ εσ , (4.19b) 

 

where is the incident heat flux,  is the average convective heat transfer coefficient, 

and 

+′′ &&

iq ′′& h

ε  is the surface emissivity. Cm ′′&  is mass of char surface oxidation per unit area, and 

 is heat of combustion of char.  is the reference temperature (surrounding 

temperature). The char surface oxidation model will be discussed at length in section 4.3. 

Other v a  and sub

 

 

.2.7 Non-dimensional Governing Equations 

troducing non-dimensional variables as 

CH∆ refT

ari ble script meanings can be found in the list of abbreviations. 

4

In

 

L
xx =ˆ , 

Wk
i

i
k

k =ˆ , 
∞T

=
TT̂ , 

∞RT
=

E
T ja

je
,

, , 
WL α/

tt̂ 2= , 
Wρ
j

j

ρ
ρ =ˆ , 

Wk
WPg

g

Lcm
m ,ˆ ′′

=′′
&

& , 

W

WPC Lcm
m ,ˆ ′′

=′′
&

& , C k ∞

=
h

h
WP

iS

,

,ˆ , 
TciS , )1(

ˆ
,

2
,,

jCW

WPjP Lca
a = , , jP Xk − ∞

=
QQ
WP

P

,

ˆ , 
TcP

W

hLH =ˆ , 
k

Wk
LT 3

ˆ ∞=Σ
σ

, 
∞

′′
=′′

Lq
q i

i

&
&̂ , 

∞

∆
=∆

H
H C

C
ˆ , 

TkW Tc WP,

 

where / WPWWW ,ck ρα = , thermal diffusivity of virgin wood. The subscript of “ ”refers 

(cellulose, hemicellulose, and lignin). The subscript of “ ” can be either “ ” (active 

W

to the properties of virgin wood. The subscript “j” refers to the jth component of wood 

i a
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wood), “C” (char), or “ f ” (final density). L is the wood sample thickness. Substitute the 

dimensionless variables into the governing and boundary equations leads to a set of non-

dimensional equations as follows 

 

Kinetic Decomposition: 

 

)ˆ/exp()ˆ(ˆ
ˆ
ˆ
t

j

∂

∂
,,, TTXa jejCjP −−−= ρ j

ρ
,     (4.20a) 

and 

∑
= ∂∂ ˆˆ tt

∂
=

∂ 3

1

ˆˆ

j

j
jX
ρρ ,        (4.20b) 

 

Mass Conservation: 

 

tx
mg

ˆ
ˆ

ˆ ∂
∂

=
∂

′′∂ ρ&
,         (4.21) 

ˆ

 

Energy Conservation: 

 

t
hhhQ

x
m

x
k

xt
c gSCS

f

f
aS

f
P

gS
gPS ˆ

ˆˆ
ˆ1

ˆ
ˆ1

ˆ
ˆ

ˆ
ˆ

ˆ
ˆ

ˆˆ ,,,
,

∂⎥
⎥
⎦⎢

⎢
⎣

+
−

+
−

−+
∂

′′+⎟⎟
⎠

⎜⎜
⎝ ∂∂

=
∂ ρρ

ρ & , 
hTT ˆˆ1ˆˆˆ ∂⎤⎡∂⎞⎛ ∂∂∂ ρρ

(4.22) 

 

Mass boundary conditions: 
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at 1ˆ =x , 0)1(ˆ =′′gm& ,       (4.23a) 

at ,       (4.23b) 

 

Energy boundary conditions: 

0ˆ =x , Sgg mm ,
ˆ)0(ˆ ′′=′′ &&

at 1ˆ =x , 0
ˆ
=

∂
∂

x
T ,       (4.24a) 
ˆ

 at 0ˆ =x , )1ˆ(ˆ)1ˆ(ˆ
ˆ
ˆˆˆˆˆ 4 −Σ+−+

∂
∂

−=∆′′+′′ SSSCCi TTH
x
TkHmq ε&& .  (4.24b) 

4.3 Char Surface Oxidation Model 

Char s ce o ing ignition (a transition from 

surface oxidati  to the solid surface is 

low. T ar he 

energy nce bustion 

could c e tra

ndition. 

 

 

 

urfa xidation plays a significant role for glow

on to surface combustion) when an incident heat flux

he ch  surface combustion is exothermic. It is an additional source term in t

bala  at the surface (see Eq. (4.24b)). Eventually, the char surface com

aus nsition from glowing ignition to flaming ignition. 

 

Although the surface glowing ignition is important, very little systematic studies have 

been conducted [80]. An early study of surface glowing ignition was done by Baer et al. 

[81] for composite propellants. In their work, a simple heat conduction model was 

considered. The surface oxidation effect was included through the boundary co
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The surface oxidation was considered to depend on the surface temperature only (zero-

ed to occur when the energy from 

stio

ever, the study was not extended 

to the glowing ignition regime. Moussa et al. [82] studied smoldering combustion of 

cellu

surface char oxidation term was considered as a 

heat u

oxidation (chemical time) to the time for oxygen diffusion (diffusion time), they could 

cate i  or self-sustained 

smo

combus rticle combustion and concluded that to 

obtain the maximum combustion rate, a coal particle must be in an optimum size. Bilbao 

et al. [22] examined the ignition and sm wood samples. They 

suggested experimentally that under low heat flux conditions (< 40kW/m2), the 

smoldering temperature was approximately the same as the critical temperature for 

 with the heat flux. For high heat flux 

conditions (> 40kW/m2), the smoldering temperature approached a constant value of 525 

oC independent of the heat flux. 

 

order Arrhenius rate reaction). Ignition was assum

surface oxidation was greater than from the external heat source. Although, propellants 

are substances different from cellulosic materials (e.g. wood), the same treatment for the 

surface oxidation could be used [5]. Fredlund [41] considered a slightly different 

equation for the surface oxidation in predicting wood combu n. The model was used to 

predict the wood temperature and pyrolysis rate. How

in

losic materials. In this work, the effect of the ambient oxygen concentration to the 

oxidation was taken into account. The 

 so rce driving the smoldering process. Based on the ratio of the time for surface 

gor ze two limits for a smoldering as leading to either extinction

ldering. Saastamoinen et al. [83] experimentally and theoretically examined coal 

tion. They presented a model for coal pa

oldering of Pinus Pinaster 

piloted ignition, which increases proportionally
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Some aspects of surface oxidation were studied; however, little attention has been paid to 

ignition is 

ot well established, and has been based on empirical rules. For these reasons, the present 

har surface oxidation model is constructed to investigate the physical and chemical 

rocesses governing the glowing ignition mechanism.  

.3.1 Theoretical Model 

 order for solid char at the surface to react with the oxygen from the surroundings, five 

portant steps are listed sequentially [84]: 

i) Oxygen has to diffuse to the solid surface, 

ii) 

iii) Absorbed oxygen has to react with the solid to form absorbed products, 

v) Desorbed products have to diffuse away from the surface. 

e slowest step of them determines the surface oxidation rate. 

ypically, steps ii) and iv) are relatively fast compared to the other steps; thus the surface 

oxidation rate would depend on either diffusion-controlled or kinetic-controlled. 

 

.3.2 Diffusion-Controlled Char Surface Oxidation 

glowing ignition or the onset of surface combustion. A criterion for glowing 

n

c

p

 

4

In

im

 

Diffused oxygen has to be absorbed by the surface, 

iv) Absorbed products have to be desorbed from the surface, 

 

Steps i) and v) are diffusion-controlled, while step iii) is kinetic-controlled. Since these 

steps occur in series, th

T

4
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Analysis face oxidation in t  

e one-film model for the charcoal combustion as suggested by Turns [85]. 

for the blowing effects due char 

xidation mass flux ) and unburnt pyrolysis mass flux (

 for char sur he diffusion-controlled regime shall be adopted

th

Modifications have been made in order to account 

( diffCm ,′′& Sgm ,′′& ). The one-film model 

1. The one-dimensional stagnant layer (

o

as shown in Fig. 4.1 is based on the flowing assumptions: 

 

δ ) for the oxygen diffusion from the 

surroundings to the char surface exists, 

2. The combustion process occurs only at the surface, no combustion in the gas 

3. The combustion process is quasi-steady, 

t the 

surface following the chemical reaction: 

1 Cg

phase, 

4. The char at the surface is assumed to be carbon which reacts with oxygen a

22 )1(
22

COgOg COCO •+→• υυ , +•

 where 
2COυ  is stoichiometric oxygen to carbon mass ratio,  

ity Lewis number 

assumption is applied. 

 

At the oxidation surface (i.e. 

5. The thermal properties in the gas phase are constant and the un

0=x ) the mass balance is given as 

 

netOCOSgdiffC mmmmm &&&&& ′′=′′−′′=′′+′′
2,, ,      (4.25) 

where  is the net mass flux convected outward from the oxidation surface. 

 

netm& ′′
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x
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Figure 4.1: Systematic diagram for one-film model diffusion-controlled char surface 

 in the gas phase (i.e. ) can be 

ritten as 

 

 

 

 

 

oxidation 

 

 0>xA one-dimensional quasi-steady mass conservation

w

 

0)(
=

dx
ud ρ .         (4,26) 

Hence integrating Eq. (4.26) yields 

 

 

=uρ  constant = SgdiffCnet mmm ,, ′′+′′=′′ &&& ,     (4.27) 

 



 

where uρ  is the convective mass flux in the gas phase. 

 

ithout reactions in the gas phase, the gas phase species balance can be expressed as 

 

W

 

⎟
⎠⎝ dxdxdx
⎞

⎜
⎛=

dY
DduYd ii ρ

ρ )(
,       (4.28) 

  ss fra

onsidering oxygen species only ), the species conservation for oxygen becomes 

  

where iY  is the ma ction of species i, and D  is the species diffusivity coefficient. 

 

( OYC

 

⎟
⎠
⎞

⎜
⎝
⎛=

dx
dY

D
dx
d

dx
uYd OO ρ
ρ )(

.       (4.29) 

 

tegrate Eq. (4.29) from the oxidation surface ( 0=xIn ) outward, we obtain 

 

 

S

OO
SOO dx

dY
D

dx
dY

DuYuY ⎟
⎠
⎞

⎜
⎝
⎛−⎟

⎠
⎞

⎜
⎝
⎛=− ρρρρ , ,      (4.30) 

 

here subscript “S”  indicates the values at the oxidation surface ( ). 

t the oxidation surface, the oxygen consumed due to char surface oxidation is balance 

by the oxygen convection and diffusion in the gas phase. Hence, the oxygen species 

balance at the surface is 

0=xw

 

A
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S

OdY
DuYm ⎟

⎞
⎜
⎛−=′′− ρρ& ,      (SOO dx ⎠⎝

, 4.31) 

 

here the negative sign in front of the oxygen mass flux indicates that the oxygen is 

From the stoichiometric reaction between oxygen and char (carbon), we have 

 

w

consumed at the surface. 

 

diffCCOO mm ,2
′′=′′ && υ .        (4.32) 

 

Substituting Eq. (4.31), (4.32) into Eq. (4.30) gives 

 

 diffCCO
O

O m
dY

DuY ,′′−⎟
⎞

⎜
⎛= &υρρ .     (4.33) 

dx 2⎠⎝
  

 

From Eq. (4.27), we can recast Eq. (4.33) in terms of diffCm ,′′&  and  as Sgm ,′′&

 

⎟
⎠
⎞

⎜
⎝
⎛=′′+′′+′′m diffCCOυ (,2

&
dx

dY
DYmm O

OSgdiffC ρ),, && , 

or  

 ( ) ⎟
⎠
⎞

⎜
⎝
⎛

++
=′′

dx
dY

Y
Dm O

OCO
diffC )1(

2

, γυ
ρ

& ,      (4.34) 
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w diffCSg mm ,, / ′′′′≡ &&here  represents the blowing effect due to unburnt pyrolysis massγ  flux. 

 

,       (4.35a) 

 At

 

The boundary conditions for Eq. (4.34) are 

 0=x : SOO YY ,=

 δ=x : ∞= ,OO YY

 At

.       (4.35b) 

 

Integrating Eq. (4.34) from 0=x  to δ=x gives 

 

 ⎟
⎟

⎜
⎜

++

++
⎟⎟
⎞

⎜⎜
⎛
+

=′′ ∞OCO
diffC Y

YDm ,
, )1(

)1(
ln

1
1 2

γυ
γυ

γδ
ρ

& .     (4.36) 
⎠

⎞

⎝

⎛

⎠⎝ SOCO ,2

 

With unity Lewis number ( gPg ckD ,/=ρ ), Eq. (4.36) becomes 

 

⎟
⎟
⎞

⎜
⎜
⎛

++

++
⎟⎟
⎞

⎜⎜
⎛
+

=′′ ∞OCOg
diffC

Yk
m ,

,

)1(
ln11

2

2

γυ
γυ

γδ
& ,    (4.37) 

⎠⎝⎠⎝ SOCOgP Yc ,, )1(1

 

 and  are the specific heat and heat conductivity of gas respectively. 

We can estimate the ratio of 

gPc , gkwhere 

 

δ/gk  as the convective heat transfer coefficient ( ) over 

ar surface o

 

h

the solid surface, then the diffusion-controlled ch xidation becomes 
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⎟
⎟
⎠

⎞
⎜
⎝

⎛ ++

⎠

⎞

⎝

⎛ ∞

SOCO

OCO

gP Y
Y

c
h

,

,

, )1(
)1(

1
1

2

2
γυ

⎜ ++⎟⎟⎜⎜ +
=′′ diffCm , ln

γυγ
& .     (4.38) 

u  to unburnt 

 

To emphasize the blowing effect d e pyrolysis mass flux, Eq. (4.38) can be 

recast as  

⎥
⎥
⎥
⎤

⎢
⎡

⎟
⎞

⎜
⎛ +⎟

⎞
⎜
⎛ ++⎟

⎞
⎜
⎜
⎝

⎛

+

+ ∞
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

∞∞ OCOOCO

SOCO

OCO

gP
diffC

YYh
Y
Y

c
h ,

1
1

,

,

,

,
,

22

2

2
)1( υγυ

υ
υ γ

⎦
⎢
⎢

⎣
⎟
⎠

⎜
⎝ +⎟

⎠
⎜
⎝ ++

+⎟
⎠

=′′
SOCOSOCOgP YYc

m
,,, 22

)1(
lnln

υγυ
&

pyro

. 

           (4.39) 

The first term on the RHS is the char oxidation rate without the blowing effect, while the 

second term is the diluted effect due to unburnt pyrolysis mass flux. If the unburnt 

lysis mass flux is small ( ,Sgm ~′′& small, 0→ γ ), the second term vanishes. However, 

when the pyrolysis mass flux increases, we cannot neglect the blowing effect ( 0≠γ ); 

thus, the second term acts in such a way that decreasing of the char oxidation mass flux 

occurs.  

 

In terms of B, the mass transfer number, the diffusion-controlled char surface oxidation 

can be expressed as 

 

( ) ( )
⎟
⎠

⎞

⎜
⎝

⎛

+
+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

)1(
1

1

,, Bcc
h

gPgP

γ
 (4.40) 

where  

⎟
⎟

⎜
⎜ +

+=′′ 1
ln1ln mod

,
BhBm diffC& ,   
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sOCO

sOO

Y
YY

B
,

,,

2
+

−
= ∞

υ
,        (4.41a) 

and  

 
sOCO

sOO YY
B

,

,, ))(1(

2
Ymod )1( γυ

γ
++

−+
= ∞ .       (4.41b) 

 

The B  and modB  are considered as the potential of oxygen mass fraction driving the char 

surface oxidation process in the diffusion-controlled regime.  

 

There are two unknowns in the diffusion-controlled char surface oxidation equation (Eq. 

.38)): the char surface oxidation mass flux ( diffCm ,′′&(4 ), and the surface oxygen mass 

action ( gen mass fraction must 

 with chemical kinetics. 

enius rate, the char surface oxidation governed by kinetics 

) becomes 

 

 ,    (4.42*) 

 

fr SOY , ). In order to complete this problem, the surface oxy

be found from a relationship

 

4.3.3 Kinetic-Controlled Char Surface Oxidation 

For general chemical kinetics, the heterogeneous char surface oxidation depends on the 

oxygen and char mass fraction at the surface, and the surface temperature. Assuming the 

reaction rate follows the Arrh

( kinCm ,′′&

( ) ( ) )/exp( ,,,, SCAC
n

SO
n

SCharkinC RTEAYYm OXChar −=′′&
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where SCharY ,  is the surface char mass fraction, Charn  is the char reaction order, SOY ,  is the 

surface oxygen mass fraction, n  is the oxygen reaction order, T  is the surface OX S

temperature, R  is the universal gas constant, and  and  are the char surface 

oxidation pre-exponential factor and the activation energy, respectively.  

 

re four kinetic parameters (  that need to be evaluated. The 

kinetic p n model (surface or 

e reaction), sample species and size, as well as an experimental technique in which 

the kinetic parameters are estimated.  

 

aastamoinen et al. [83] studied combustion of charcoal. They considered that the kinetic 

nt of the surface 

har mass fraction (e.g.  = 0). They suggested the kinetic parameters as followings: 

 = 1,  = 465 kg/m2.s, and  = 68 kJ/mol.  Branca and Di Blasi [86] calculated 

wood char kinetic parame xperiments. They assumed that the char 

reaction rate did not depend on the surface oxygen mass fraction (e.g.  = 0). With 

est fit to the experimental data, the kinetic parameters were  = 0.86,  = 1.10x106 

, and  = 114.5 kJ/mol.  Kashiwagi and Nambu [79] applied TGA technique to 

etermine the kinetic parameters of paper char. They proposed that the char reaction must 

epend on both char and oxygen mass fraction as well as temperature. The char reaction 

ok place over the entire volume of a small specimen. Their estimated kinetic parameters 

ere = 0.78,  = 1,  = 5.670x109 s-1, and  = 160 kJ/mol. 

CA CAE ,

Charn , CACOX EAn ,,, )There a

arameters depend on many factors such as char reactio

volum

S

reaction took place only at the surface. The reaction rate was independe

c Charn

OXn CA CAE ,

ters based on TGA e

OXn

Charn CAb

s-1
CAE ,

d

d

to

 OXn Charn CA CAE ,w
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Differences in the char oxidation kinetic parameters become apparent as we searched 

rough the literature. The main reason seems to come from whether the char reaction 

kes place only at the surface or the entire volume of the char layer.  As observed from 

e experiments, the char surface did crack while undergoing the heating process. 

herefore, we expected that a major contribution for the char reaction would come from 

the  as 

e oxygen concentration and temperature decreased from the surface. For these reasons, 

k

(4.43) 

 

here  is the overall char surface oxidation mass flux. 

th

ta

th

T

surface not in-depth since any char oxidation in the cracks would rapidly decrease

th

we confine our analysis to the char reaction only on the surface; thus the appropriate 

inetic parameters shall follow Saastamoinen’s values. The kinetic-controlled char 

surface oxidation reduces to 

 

 )/exp( ,,, SCACSOkinC RTEAYm −=′′& .      (4.42) 

 

4.3.4 Overall Char Surface Oxidation 

The char surface oxidation process occurs in series as first diffusion of oxygen from the 

surrounding to the surface, then kinetic consuming that oxygen; hence the diffusion-

controlled char surface oxidation must be equal to the kinetic-controlled char surface 

oxidation i.e.  

 

 diffCm ,′′& = kinCm ,′′& ≡ Cm ′′& ,        

 Cm ′′&w
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We may imagine the oxidation process as a circuit [85] in which the  flows through 

e two resistances as shown in Fig. 4.2; thus the overall char surface oxidation rate can 

e expressed as 

 

Cm ′′&

th

b

total

O

kindiff

O
C R

Y
RR

Y
m ∞∞ =

+

−
=′′ ,, 0

&  ,         (4.44) 

here  w

( )
⎟⎟
⎠⎝ +⎠⎝ )1ln( modBh
⎞

⎜⎜
⎛ −
⎟⎟
⎞

⎜⎜
⎛ +

= ∞)1( ,,, YYc
R SOOgP

diff

γ
,      (4.45a)  

and  

)/exp(
1

, SCAC
kin RTEA

R
−

= .       (4.45b) 

 

The Rdiff and Rkin are the diffusion and kinetic resistances, respectively.  
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∞,OO SO,

 

 

Figure 4.2: Systematic diagram for char surface oxidation electrical circuit series. 

o a h

-

trolled (i.e. Rkin> ). As time progresses, the surface temperature increases, and the 

oxygen c  surface 

uch oxygen from the surrounding diffuses to the char 

dation is contro

(i.e. R >R ). For normal atmospheric oxygen concentration ( =Y ), R  is 

ximately 400 oC. Thus we can define this temperature as a 

Y Y

 

The idea of diffusion and kinetic resistances is illustrated in Fig. 4.3. Depicting a case of 

q ′′&  = 40 kW/m2 and ∞,OY  = 0.233, following by solving Eq. (4.38), (4.42), and (4.45) for 

a given surface temperature, the two char surface oxidation resistances as a function of 

surface temperature are obtained. When the wood surface is exposed t eat flux, 

initially the surface temperature is low and plenty of oxygen is available at the surface. 

Here, the char surface oxidation depends on the surface temperature, which is kinetic

con Rdiff

oncentration at the surface decreases due to the char reaction. The char

oxidation depends on how m

surface. Therefore, now the char surface oxi lled by the oxygen diffusion 

diff kin 233.0,∞O diff

greater than Rkin at appro

Y0=

kin

SO
kinC R

m
)0,

,

Y( −
=′′&

( )
diff

SOO
diffC R

YY
m ,,

,

−
=′′ ∞&

Diffusion Kinetics Oxidation 
Surface 
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Figure 4.3: Diffusion and kinetic resistances as a function of surface temperature 

on point for the char surface oxidation to change from kineti

d

 

 

( q ′′& = 40 kW/m , 233.0,
2 =∞O ) 

 

Y

s the char layer on the wood surface undergoes surface oxidation, the wood surface 

regresses ulated as  

 

A

. This surface regression rate (regression velocity, 0v ) can be calc

f

C′′ ,          
m

v
ρ

=
&

0 (4.46) 

and the remaining wood thickness ( ) decreases with time as  

 

)(tL
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∫ dtvLtL
t

t=

−= 00)( .        (4.47) 

where 

0

 

fρ  is the final char density, and  is the initial wood thickness.  

The governing equations and boundary conditions together with the char surface 

oxidation model form a set of nonlinear partial differential equations, which can be 

solved numerically. The implicit Crank-Nicolson is employed to integrate the energy 

equation. To account for a surface regression due to char surface oxidation, a moving 

boundary algorithm is introduced [87]. Discussions of solid phase numerical methods can 

 

Oxidation of the surface can play a significant role in flaming ignition because it can act 

as a “pilot”. However, glowing ignition (the onset of surface combustion) is also a critical 

transition. It marks the transition from oxidation to combustion. Analogous to Semenov’s 

ignition theory [88], a criterion for glowing ignition can be defined in terms of the surface 

energy balance (Eq. (4.19b)). The LHS of Eq. (4.19b) is the energy gain ( ), which 

e sum of energy supplied from the external heat flux (

0

 

be found in Appendix A. 

 

4.4 Glowing Ignition Criteria 

L

)( STG

iq ′′& ) and char surface oxidation 

). The energy gain is a function of the surface temperature only which is 

qTG & ′′=)( .        (4.48) 

is th

CCOX Hmq ∆′′=′′ &&(

 

Oq& ′′+ XiS

 



 

 

The RHS of Eq. (4.19b) is the energy loss ) due to the convective and radiative 

sses to the surrounding and the conductive loss into the solid matrix. The conductive 

ss may be simplified as 

 

( ),( tTL S

lo

lo

 
)(

)(
t

TTk
x
Tk refSS

S δ
−

=
∂
∂

− ,  4.49) 

 

where 

      (

)(tδ  is the thermal diffusion length.  Consequently, the energy loss becomes 

 

)()(
)( refSrefSS t
TT −

δ

 

The energy loss s a function of 

)(
),( 44refS

S TTTThktTL −+−+= εσ ,   (4.50) 

 i time as )(tδ  chan

e

ges as well as ST  explicitly.  The exact 

num rical solution is used to compute )(tδ  as the computation progressed in time so that 

plots of ),( fixS ttTL , fixed time and varied surface temperature, as a function of ST=  can 

 show how a “jump” can occur in the surface 

perature history (point C Fig. 4.4b).  

 

agine a small region where the surface reaction is occurring over a small volume of 

inite depth at the surface. In reality, this finite depth could occur due to absorption of 

 porosity effects. Then the transient energy conservation on 

inite region is 

be drawn in Fig. 4.4a. In this way, we can

tem

Im

f

oxygen into the char or from

this f
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),()( tTLTG
dt
dE

SS −= ,       (4.51) 

where   is the rate of change of the energy in the finite depth volume. 

en , we have a thermal runaway. Depicting a low heat flux condition 

here = 15 kW/m2 and  = 0.4, plots of and , and its corresponding 

 history are shown in Fig. 4.4a and 4.4b, respectively. For any given time, the solution 

r  is the intersection point between  and . As the time increases, 

 moves downward to the right; therefore, he curve.  

When the heating process beg s exa ersections of points O. These 

re stable and only indicate oxidation. As some critical time, the  curve is tangent 

 curve at the unstable point C; this we define as the onset of surface 

combustion (glowing ignition). Here it occurs at 305 oC and 224 seconds. A small 

surface. At the next instant of time, the curves intersect the curve at point 

G, which is the “glowing” stage of combustion or might be oldering. 

The surface temperature in the glowing stage is approxima C. In the 

corresponding , there is a clear inflection point at C where the exothermic effects of 

oxidation are pronounced, i.e. “surface combustion”. 

 

 

dtdE /

 

 )( STG > ),( tTL SWh

w  iq ′′& ∞,OY )( STG ),( tTL S

ST

fo ST )( STG ),( tTL S

),( tTL S ST )( STG increases along t

in  we have, for mple, int

),( tTL Sa

)( STGto the 

increase in T  (while holding t fixed), results in an unbalance of energy at the oxidation 

o

S

),( tTL S )( STG

 called sustained sm

tely 600

ST
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Figure 4.4: Surface energy balance and its corresponding  history ST

( iq ′′& = 15 kW/m2,  = 0.4) 

 

At the critical point C, the curve is tangent to the  curve. A mathematical 

∞,OY

)( STG ),( tTL S

expression for the critical point C is SS dTTdG /)(  = SS dTtTdL /),(  (see Fig. 4.4a).  

However, if the char surface oxidation heat flux ratio ( iOX qq ′′′′≡ && / ) decreases either due to 

OXq ′′&  decreasing ecreasing ∞,OY ) or iq (d ′′&  increasing (char surface oxidation is not 

important compared to iq ′′& ), this critical point C approaches a saddle point of the )( STG  

curve. A saddle point is the point at which TdG /)( SS dT  maximum or 0/)( 22 =SS dTTGd  



 

(see Fig. 4.5a). At some critical value of iOX qq ′′′′ && / , a tangent point between the 

urve and the  curve cannot be obtained. Thus, the glowing ignition might be 

 curve.  

 

)( STG  

 ),( tTL Sc
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Figure 4.5: SS dTTdG /)(  vs. ST  and its surface energy balance 
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For instance, increasing  to 50 kW/m2 while keeping  constant, the critical point C 

the saddle point (point C). The glowing ignition takes place at 357 oC and 22 seconds. 

After the surface glowing ignites,  decreases even as  increases. This is 

due to depletion of the surface oxygen concentration ( ). The saddle point condition 

glowing ignition, 

iq ′′& ∞,OY

approaches a saddle point as shown in Fig. 4.5a.  Thus the glowing ignition is defined at 

SS dTTdG /)( ST

SO,

coincides with the “steady-stage” solution of )( STG = ),( tTL S , which means glowing 

ignition coincides with sustained smoldering, i.e. no “jump”. 

 

The char surface oxidation heat flux ratio at 

Y

iglowingOX qq ′′′′ && /, , for various 

 as a function of  in which ∞,O iq ′′& 0→γY  in the char surface oxidation model (Eq. (4.39)) 

 illustrated in Fig. 4.6. The plot shows approximately two distinctive regimes: (1) the 

inetic-controlled regime where the

is

k  iglowingOX qq ′′′′ && /,  is roughly constant independent of 

 and , and (2) diffusion-controlled regime, where the ∞,OY iq ′′& iglowingOX qq ′′′′ && /,  decreases with 

. In the kinetic-controlled regime, the available surface oxygen 

oncentration is relatively high; the glowing ignition depends only on . Varying  

r  does not change the glowing ignition conditions; thus the 

iq ′′&increasing 

ST ∞,OY  c

iq ′′& iglowingOX qq ′′′′ && /,o  remains 

onstant at approximately 0.25~0.35. In the diffusion-controlled regime, as  increases, 

 quickly increases. Therefore, the glowing ignition depends on how much oxygen 

c iq ′′&

ST

from the surroundings diffuses to the oxidation surface. Thus ∞,OY  increases, glowinOXq ,′′& g  

creases, and ultimately the iglowingOX qq ′′′′ && /,  increases for a certain incident heat flux. In a in
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Kinetic-Controlled 
Diffusion-Controlled 

i

glowingOX

q ′′&
,

]/[ 2mkWqi′′&

∞,OY

q ′′&

ase of given , increasing ∞,OY  iq ′′&c  resulting in decreasing iglowingOX qq ′′′′ && /,  explicitly. The 

lowing ignition in the kinetic-controlled regime is found to be determined by the tangent 

oint criteria while in the diffusion-controlled regime is determined by the saddle point 

riteria. 

s quoted in Babrauskas’ work [80], Lengelle` et al. suggested that for propellants, the 

ritical  was found empirically to be 0.15.  Assuming a normal atmosphere 

 = 0.233) for this study, it is interesting to point out that the 

present calculation of 

g

p

c

 

A

c  iglowingOX qq ′′′′ && /,

oxygen concentration ( ∞,OY

iglowingOX qq ′′′′ && /,  for glowing ignition of wood approaches Lengelle` 

cr

Figure 4.6: A plot of 

iteria asymptotically as the incident heat flux increases.   

 

 

 

 

 

 

 

 

 

 

iglowingOX qq ′′′′ && /,  vs. iq ′′&  for various ∞,OY  

( 0→γ , in the char surface oxidation model) 



 

4.5 Solid Phase Results and Discussions 

 

4.5.1 Numerical Grid Refinement 

To ensure a grid size is sufficiently fine to reduce numerical errors, a grid refinement 

study is performed. Four non-dimensional grid sizes ( x̂∆ ) are chosen: 0.01, 0.005, 

0.0025, and 0.00125 corresponding to 0.04, 0.02, 0.01, and 0.005 cm physical length 

respectively. For q ′′&  = 40 kW/mi
2 and Y  = 0.233, plots of surface temperature and 

grid size from one to another as 

∞,O

pyrolysis mass flux histories for the four gird sizes are shown in Fig. 4.7. The percent 

differences for surface temperature and pyrolysis mass flux are defined as decreasing the 

 

 
refST

DiffTemp
,

%
−

= ,       (4.52a) 

and 

refSS TT , ||

 
refSgm

mm

,,

||
′′

refSgSgDiffMass ,,,%
′′−′′

&

&&
= ,      (4.52b) 

here the subscript “ref” denotes to a reference value. As 

 

x̂∆w  is decreased from 0.01 to 

.005, 0.005 to 0.0025, and 0.0025 to 0.00125, the maximum percent differences for 

rface temperature are 10 %, 3.72 %, and 1.15 %, and the maximum percent differences 

r pyrolysis mass flux are 49.46 %, 9.57 %, and 3.39 % respectively. Within 5 % of the 

aximum percent difference for both surface temperature and pyrolysis mass flux, a non-

imensional grid size of 0.00125 is chosen.   

0

su
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Figure 4.7: Surface temperature and pyrolysis mass flux history for various grid sizes 
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4.5.2 Gasification Rate in

Experiment  gasificatio  sampl  ex  heat 

fluxes of 2  40, and nt (i. tion) ared 

with the ues calculated phase model are graphed in Fig. 4.9. 

Unfortunately, no data was reported for the surface temperature. The experiment data was 

taken from R tchie et al [  of 1.9 nd  

densities w re 514 a kine eters for the 

numerical odel were adopt chie’s which c und in  3.3, 

Chapter 3. At the front boundary of the energy equation (Eq. (4.19)), the char surface 

oxidation term was omitted since there was no combustion. 

 

A large initial spike of the gasification rate occurred at an early stage of the heating 

process for the external heat fluxes of 40 and 60 kW/m2. The magnitude of the spike 

increased with increasing heat flux. After the spike, the gasification rate decreased due to 

a char formation on the surface blocking the outflow of volatiles. Later on, the 

gasification rate increased again due to the “back effect”. In the experiment, the backside 

of the sample was insulated in both mass and heat transfer. This experimental back 

insulation effect was taken into account in the numerical model via the adiabatic wall 

boundary for the energy equation and zero mass flux for the mass transfer equation. For 

the external heat flux of 20 kW/m2, no initial spike was observed. The gasification rate 

gradually increased and reached a constant value until the back effect occurred.  

 

 Nitrogen Environment 

al n rates [33] of Douglas Fir es subjected to ternal

0, 60 kW/m2 in a nitrogen environme e. no combus  comp

val  from the present solid 

i 33] with sample thickness  cm. The initial a  final char

e nd 118 kg/m3 respectively. The tic input param

m ed directly from Rit an be fo  Table
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Figure 4.9: Gasification rate in N
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The calculated gasification rate s e the 20 kW/m2 case. For the 

uxes of 40 and 60 kW/m2, the numerical predictions tended to follow the experimental 
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fl
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(a) 

data. Considering the number of inputs required, the variations of the material properties 

through the wood/char phases, the present model worked reasonably well at predicting 

the gasification rate at high heat flux. 

 

 

 

[

2 atmosphere for (a) iq ′′&  = 20 kW/m2, (b) iq ′′&  = 40 

kW/m2, and (c) iq ′′&  = 60 kW/m2; experime  Ritchie 

et al. [33] 

ntal gasification rates were taken from



 

4.5.3 Wood Combustion 

For wood combustion in air ( ∞,OY ), comparisons between the model predictions and the 

experimental data for surface tempe  ( ST ) and pyrolysis mass flux ( Sgm ,′′& ) histories 

are given in Fig. 4.10. The experimental data depicts the case in which the Redwood 

sample was heating along the grain with iq

rature

′′&  = 25 kW/m2. For the numerical results, a 

summary of the model input parameters is presented in Table 4.1 

 

Table 4.1: Summary of the numerical input parameters 

 
Symbol 

 
Definition 

 
Value Source 

   

Pa  exponential factor 1.41x10Wood decomposition pre- 9 [s-1]  

1,a 2,a 3,a hemicellulose, and lignin [kJ/mol]  E , E , E  Activation energy of cellulose, 141, 125, 165 

1X , 2X , 3X  Mass fraction of cellulose, 
hemicellulose, and lignin 

0.75, 0.15, 0.10 
[-]  

CA  Char surface oxidation pre-
exponential factor 465 [kg/m2.s] [83] 

CAE ,  Char surface oxidation activation 
energy 68 [kJ/mol] [83] 

L0 Initial sample thickness 0.04 [m]  
Wρ  Initial wood density 320 [kg/m3]  

fρ  Final char density 64 [kg/m3]  

CH∆  Char heat of combustion 32.76 [kJ/kg-C] [85] 

PQ  Heat of wood pyrolysis 0 [kJ/kg] [4] 

h  Average convective heat transfer 
coefficient 10 [W/m2.K]  

ε  Surface emissivity 0.7 [-] [19] 
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Figure 4.10: (a) surface temperature, and (b) pyrolysis mass flux histories 

( iq ′′&  = 25 kW/m , ∞,OY  = 0.233) 

 

The predicted Sgm ,′′&  from the model with-char-surface-oxidation generally agrees well 

with the experimental data except for some discrepancy at the first, and the second peaks. 

The discrepancy may be due to uncertainties for the wood kinetic parameters, which were 

derived from a very small sample in the TGA study in contrast to the large
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r sample in the 

xperiment. For , the model with char surface oxidation slightly over predicts at the 
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ample in the 

xperiment. For , the model with char surface oxidation slightly over predicts at the 

s y

S

me

STee

early stage of the pyrolysis process. This may result from a surface emi sivit  variation 

occurring during the heating process. However, the predicted T  agrees well with the 

experiment when the emissivity variation is negligible (i.e. the entire surface beco s 

early stage of the pyrolysis process. This may result from a surface emi sivit  variation 

occurring during the heating process. However, the predicted T  agrees well with the 

experiment when the emissivity variation is negligible (i.e. the entire surface beco s 

S

ST
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glowing), and the radiant heat loss dominates the energy balance at the surface 

(i.e. ST ~constant). 

 

Fig. 4.10 also illustrates the effect of char surface oxidation on the predicted results. 

Initially, the predicted Sgm ,′′&  and ST  from the model with and without char surface 

oxidation are approximately the same. However, once the char surface oxidation is 

pronounced, the additional energy fr  the char combustion ramps up  and also om ST Sgm ,′′&  

to agree with the experim ntal values. This observation suggests the char surface 

portant and needs to be included. The point at which the predicted  with 

har surface oxidation deviates from the predicted  without char surface oxidation 

dicates the onset of surface combustion.  

he blowing effect 

e

SToxidation is im

STc

in

 

T (γ ) due to the unburnt pyrolysis mass flux is also demonstrated in 

ig. 4.10.  At the early stage when the unburnt pyrolysis mass flux (  is low, the 

lowing effect is insignificant (i.e. 

Sgm ,′′& )F

b 0→γ ); thus the model with and without the blowing 

ffect is generally equivalent. However, as the e Sgm ,′′&  increases, it dilutes the char surface 

oxidation mass flux ( ) as shown in Fig. 4.11a. The difference of  between the 

model with and without blowing effect is essentially the second term of the RHS of Eq. 

 results in a decreasing of the additional energy due to the char 

rface combustion on the oxidation surface, which ultimately decreases .  

Cm ′′& Cm ′′&

Cm ′′&(4.39). Decreasing of 

Sgm ,′′&su
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Fig. 4.11b, however, shows that the blowing of the unburnt mass flux has minor effect on 

e surface oxygen mass fraction ( ). Starting from an initial oxygen concentration 

), the oxygen concentration on the surface decreases as it is consumed by the char 

surface oxidation. 

 

SOY ,th

∞,OY(

 

 

 

 

 

 

 

 

 

 

].[ 2 smkg

mC′′&

,SO

][st

/

][st

][−
Y

Figure 4.11: (a) char surface oxidation mass flux, and (b) surface oxygen mass fraction 

histories; ( qi′′&  = 25 kW/m2, Y  = 0.233) 

 

∞,O

4.5.4 In-depth Solid Profiles 

Plots of in-depth temperature, density, and reaction rate profiles for = 25 kW/m2 are 

shown in Fig. 4.12. The plot of density profile shows that as the wood decomposes, the 

active wood density continuously changes from the virgin wood density to the final char 

density. The wood surface is completely pyrolyzed at approximately 150 seconds. At this 

iq ′′&
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point, a char layer starts to form on the wood surface. As the time goes by, the pyrolysis 

front moves toward the back surface. It can be noticed from the temperature profile that 

the thermal wave reaches the back surface at about 300 seconds. Since an adiabatic 

boundary was emplo d on the back surye face, the back temperature rises in time with a 

ient. The surface temperature increases with time, and it approaches a constant 

this time the front surface is regressed by about 20 % of its initial length.  

 

It should be noted that at the time when the reaction rate at the surface (

zero grad

value as the char layer becomes thicker. A starting point of the temperature profile shifts 

from left to right as the front surface regresses due to the char surface oxidation. The 

rightmost profile is obtained when the exposure time is approximately 1000 seconds. At 

t∂∂ /ρ  at  = 0) 

first goes to zero (see Fig. 4.12c, the third profile from the left; t  150 seconds), the 

sample surface completely becomes char. At the same time, the pyrolysis mass flux 

ood decreases 

sulting in decreasing of the pyrolysis mass flux. The peak of the reaction rate moves 

ward the back surface as the wood decomposes. By tracking this peak, an average 

eed of the pyrolysis wave can be identified. In this case, the estimated average speed is 

bout 2.5x10-5 m/s.  

x̂

≈

( Sgm , ) reaches its first peak (see Fig. 4.10b model w/ blowing). This can be explained by 

the fact that at after the surface reaction rate goes to zero; the char layer starts to form at 

the surface insulating heat and mass transfer between the front surface and the interior 

virgin wood. As the char layer thickens, the heat transfer to the virgin w

′′&

re

to

sp

a
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Figure 4.12: (a) in-depth non-dimensional wood density profiles, (b) in-depth temperature 

profiles, and (c) in-depth solid reaction rate profiles; 

profiles starting at 44.80 seconds with 44.80 second time-step increments 

( iq ′′&  = 25 kW/m2,  = 0.233) ∞,OY
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4.5.5 Glowing Ignition: Experimental and Theoretical Results 

ased on the glowing ignition criteria, quantitative comparisons between experimental 

nd theoretical values at glowing ignition are presented. Two sets of experimental data 

re considered: (1) from present study and (2) from previous study by Boonmee and 

Qu

 present study, the experiments were conducted in heat fluxes ranging from 9 kW/m2 to 

B

a

a

intiere [2].   

 

In

30 kW/m2. The glowing ignition was identified when a measured surface temperature 

(signal from an IR thermocouple) rapidly increases “jumps”. Detailed discussions of the 

experimental glowing ignition can be found in Chapter 2.  

 

The experimental data taken from the previous study [2] were performed with heat fluxes 

ranging from 20 kW/m2 to about 70 kW/m2. In this case, the glowing ignition was based 

on the assumption that ST  of the wood should be lower than ST  of the adjoining insulator 

if the wood is inert, since the thermal inertia ( Pckρ ) of wood is greater than the insulator. 

However, if wood undergoes surface oxidation, ST  of wood can be higher than the 

insulator. Thus, the experimental glowing ignition was defined, as when the T  of wood S

was greater than the  the insulator. 

 

Fig. 4.13 plots theoretical and experimental glowing ignition times ( ) as a function 

nt, for 

ST  of

glowingt

of the incident heat flux. Generally, good agreement between the theoretical and 

experimental values is obtained. It should be noted that in the experime iq ′′& > 40 
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kW/m2, flaming ignition took place soon after the wood was exposed to the incident heat 

laming

owever p that the glowing ignition should take place just an instant 

he lowest heat flux that the glowing ignition could 

critical heat flux for glowing ignition. In the model, the lowest heat flux that glowing 

ignition could occur within two hours physical time was 5 kW/m2. The model under 

predicts the critical heat flux for glowing ignition. The reason may be due to an 

uncertainty of the kinetic parameters in the char surface oxidation model.  

 

Figure 4.13: Glowing ignition time as a function of incident heat flux 

 

flux, thus it was difficult to distinguish between the glowing and f  ignition time. 

H , it was ex ected 

before a visible flame was observed. T

achieve in the experiment was 10 kW/m2. Thus this heat flux can be considered as a 
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t glowing

Theoretical critical heat flux = 5 kW/m2

Experimental critical heat flux = 10 kW/m2
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The effect of blowing due to the unburnt pyrolysis mass flux ( Sgm ,′′& ) is neg  on the 

glowing ignition time at low heat flux as one could see in Fig. 4.13. This is because at 

low heat flux, only a small amount of Sgm ,

ligible

′′&  can be generated before the glowing ignition 

occurs; thus the blowing effect is insignificant. However, as the heat flux increases, the 

model with blowing effect achieves glowing ignition at a lower surface temperature than 

the one without the effect (see Fig. 4.14). Accordingly, the glowing ignition can occur 

easier resulting in a faster glowing ignition time.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.14: Glowing ignition surface tempera

]/[ 2mkWq

ture as a function of incident heat flux 
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A plot of surface temperature at glowing ignition ( glowingT ) a function of incident heat 

flux is illustrated in Fig. 4.14. Although the experimental data are scattered, the data 

trends suggest that glowingT  increases with increasing i

 as 

′′q&  at low heat flux ( iq ′′& < 30 

kW/m2). In the cases that flaming ignition is occurred, the surface temperature at flaming 

ignition decreases with increasing qi′′& . The theoretical glowing ignition temperature 

slightly increases from 317 to 400oC as the incident heat flux increases from 10 to 30 

kW/m2. After 30 kW/m2, the predicted glowing ignition temperature is fairly constant. 

For high heat flux (> 40 kW/m2), it was experimentally observed that the wood flaming 

ignited soon after it was exposed to the heater. Thus only flaming ignition temperatures 

were registered. However, as the incident heat flux increases the experimental flaming 

ignition temperature decreases and approaches the predicted glowing ignition 

temperature asymptotically. This observation may confirm the hypothesis that glowing 

ignition occurs just an instant before flaming ignition occurs. 

ilbao et al. [22] experimentally observed a glowing (smoldering) ignition temperature 

r pine wood (Pinus Pinaster). They correlated the experimental data as 

 kW/m2 : 

 

B

fo

 

40<′′iq& iglowing qT ′′+= &6300 ,    

 kW/m2 : 

 

40>′′iq& 525=glowingT ,   

where   is in oC, and 

     

glowingT iq ′′&  is in kW/m2. The correlation is also plotted in Fig. 4.14. A 

similar trend is observed as the  increases proportionally with  for low heat glowingT iq ′′&
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flux, and approaches a constant value for high heat flux. This observational criterion 

pports our criteria for glowing ignition. Indeed, visible signs of ignition might lag 

 

Figure 4.15: Glowing ignition mass flux as a function of incident heat flux 

heoretical and experimental pyrolysis mass flux at glowing ignition ( ) as a 

nction of incident heat flux is reported in Fig. 4.15. The predicted  gradually 

/m2) and approaches a constant value of 4 g/m2.s (the 

model without blowing effect) and 1g/m2.s (the model with blowing effect). An under-

tion is observed when compared to the experimental data. The flaming ignition 

mass flux is also illustrated in Fig. 4.15. Again, as the incident heat flux increases, the 

su

“true” ignition. 

 

 

 

 

 

 

 

 

 

 

 ]/[ 2mkWqi′′&

]./ 2 sm

′′

[g

mglowing&

Flaming experimental trend lines 

 

glowingm ′′&T

glowingm ′′&fu

increases at low heat flux (< 30 kW

predic
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flaming ignition mass flux decreases and approaches the theoretical glowing ignition 

ass flux asymptotically. Interestingly, the asymptotic theoretical glowing ignition mass 

ux at high heat flux agrees with the minimum ignition mass flux for piloted ignition 

ommented by Kanury [89] 

m

fl

( ≈′′ min,igm&c  1 - 4 g/m2.s).  This minimum ignition mass flux is 

one for 

flaming igniti  pilot source 

iloted ignition) or a high gas temperature (autoignition) is required.  

 of the fundamental requirements for flaming ignition to occur. Nonetheless, 

on to take place, sufficient additional energy either from a

(p

 

Regarding the blowing effect due to the unburnt pyrolysis mass flux, the model with 

blowing effect predicts the glowing ignition temperature and mass flux slightly lower 

than the model without blowing effect at high heat flux ( iq ′′& > 40 kW/m2). This can be 

explained in that the unburnt pyrolysis mas  flux dilutes the char oxidation mass flux at 

the moment of glowing ignition. Indeed, the glowing ignitio e and mass flux 

The effect of the surrounding oxygen concentration 

s

n temperatur

are lower than those without the blowing effect. 

 

4.5.6 Effect of the Surrounding Oxygen Concentration 

) on glowing ignition is 

theoretically examined. Fig. 4.16a shows a variation of the glowing ignition temperature 

as a function of incident heat flux for various values of . At high incident heat flux (> 

50 kW/m2), glowing ignition occurs roughly at a constant temperature of 400 oC. The 

glowing ignition at a constant temperature can imply that glowing ignition is primarily 

due to the incident heat flux [4]. This is because at high incident heat flux, the surface 

temperature rises quickly; therefore, as soon as the surface temperature reaches the 

( ∞,OY

∞,OY
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ignition temperature (e.g. 400 oC), glowing ignition occurs independent of ∞,OY . On the 

other hand, at low heat flux (< 50 kW/m2), the surface temperature increases slower; thus 

the kinetics of char surface oxidation is important. For a given incident heat flux, 

creasing  enhances the char surface oxidation rate; hence, glowing ignition can 

decreases as  increases.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.16: Theoretical glowing ignition surface temperature and ma

of incident heat flux for various oxygen mass fraction. 

 

Recall that the transition for the char surface oxidation from kinetic-controlled to 

diffusion-controlled occurs approximately at 400 oC. At a temperature lower than the 

in ∞,OY

occur at a lower surface temperature. As a result, the glowing ignition temperature 

 ∞,OY

ss flux as a function 
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transition, the char oxidation is kinetic-controlled while at a temperature higher than the 

ansition it is diffusion-controlled. Consequently, the glowing ignition temperature 

creases as the incident heat flux increases in the kinetic-controlled regime while the 

lowing ignition temperature is approximately constant in the diffusion-controlled 

gime. For the mass flux at glowing ignition (see Fig. 4.16b), the same behavior, as seen 

ith the glowing ignition temperature, is observed as the incident heat flux increases. The 

ignition mass flux increases in the kinetic-controlled regime, while remaining 

tant independent of  in the diffusion-controlled regime. 

Figure 4.17: Theoretical glowing ignition time and  as a function of 

incident heat flux for various ambient oxygen mass fraction. 
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As one might expect, the oxidation surface undergoes glowing ignition faster when ∞,OY  

increases, as shown in Fig. 4.17a. The effect is more pronounced when the incident heat 

flux is low. A plot of surface oxygen concentration at glowing ignition normalized by its 

initial value ( /YY ) is shown in Fig. 4.17b. Two distinctive regions are noticed. 

2

∞,, OglowingO

At low heat flux (< 50 kW/m ), increasing  accelerates the glowing ignition;

n the surface. As a result, the ratio  increases 

ith increasing . At high heat flux (> 50 kW/m2), the glowing ignition is solely due 

t source. Therefore, the ratios  for all different initial 

mbient oxygen concentration approach a constant value of 0.6.  

.6 Conclusions 

 

odel accounting for kinetic decomposition, and heat and mass 

transfer of wood subjected to a radiant heat source has been developed. The model 

includes variations of thermal properties of wood and char. Comparisons between the 

theoretical and experimental surface temperature and pyrolysis mass flux are given. With 

a number of the model inputs required, the theoretical values agree reasonably well with 

 

The char surface oxidation, which can lead to “glowing” ignition, is included at the solid-

gas interface surface. The criteria for glowing ignition for wood (or charring material in 

general) are developed based on an energy balance at the oxidation surface. Two 

 ∞,OY  hence 

∞,, / OglowingO YYless oxygen is consumed o

∞,OYw

 ∞,, / OglowingO YYto the external hea

a

 

4

A theoretical solid phase m

the experiments.  
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distinctive regimes for the char surface oxidation are illustrated. The char surface 

oxidation is kinetic-controlled at the early stage of the heating process while diffusion-

controlled takes place at the latter stage. The transition temperature for kinetic-controlled 

to diffusion-controlled is approximately 400 oC. Good agreement between the theoretical 

and experimental results at glowing ignition is demonstrated confirming a validation of 

the proposed glowing ignition criteria. At high heat flux, glowing ignition occurs 

irrespective of the surrounding oxygen concentration; while at low heat flux, the effect of 

the surrounding oxygen concentration is prominent.  
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Cha

The Gas Phase 
 

 

5.1 Introduction 

 

As the fuel volatiles emanate from the pyrolyzed wood, they mix with air from the 

surrounding creating a boundary layer of combustible mixtures. At the same time the 

boundary layer adjacent to the solid surface is heated by heat conduction from the solid. 

As a result of the heating, the gas temperature in the boundary layer rapidly increases 

together with the heat release rate. As the combustible mixtures reach a critical condition, 

a thermal runaway can be accomplished and autoignition occurs without any help of a 

local heat source.  

 

A theoretical model accounting for physical and chemical processes in the gas phase 

described above is developed in this chapter. The gas phase transport model is coupled 

with the wood pyrolysis model described in Chapter 4 via the solid-gas interface surface. 

The aims of this chapter are to explore the physical and chemical processes underlining 

the gas phase autoignition of wood. Criteria to determine the gas phase flaming 

autoignition are discussed and justified. Gas phase flaming autoignition behavior for low 

and high heat flux is distinguished. Comparisons between the theoretical and 

experimental results are presented to demonstrate capabilities and limitations of the 

present model. 

pter 5 
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5.2 Theoretical Model 

 

5.2.1 Assumptions 

 

 

 

 

 

 

 

 

 

Figure 5.1: Systematic diagram for gas phase boundary layer model 

 

The problem considered here is illustrated in Fig. 5.1.  The computational domain is 

divided into solid phase and gas phase domains. In the solid phase domain, the problem is 

formulated as a one-dimensional heat conduction in the direction perpendicular to the 

solid-gas interface surface (i.e. x-direction). The solid phase domain is subdivided into 

wood and insulator portions. In the wood portion, the wood pyrolysis model including 

char surface oxidation described in Chapter 4 is used to solve for the wood surface 
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temperature and pyrolysis mass flux. In the insulator portion, the surface temperature is 

calculated from a transient heat conduction equation. In the gas phase domain, the gas 

 assumptions are 

im

 

1. The flow is two-dimensional, laminar, transient buoyancy driven boundary 

2. The gas mixture behaves like a perfect gas. 

3. The gas density change due to a temperature variation is taken into account 

and the gas de

4. The gas thermal properties depend on temperature and can be expressed by a 

5. The pressure in the computational domain is assumed to be constant at 1 atm. 

6. The Lewis number is constant and equal to unity for every gas species. 

7. The Prandtl number is constant with the value of 0.7. 

8. The gas radiation absorption is small and can be neglected. 

9. The gas kinetic reaction follows a one-step, second-order Arrhenius finite-rate 

reaction. Prior to ignition the gas reaction rate is small and thus can be omitted 

from the gas phase transport equations.  

10. The gas rea  

phase transport equations.  

phase transport equations for momentum, energy, and species, are formulated as a two-

dimensional transient boundary layer approximation. The following

posed in order to simplify the gas phase model. 

layer flow. 

nsity can be calculated directly from the equation of state. 

power law relation [59]. 

ction rate is post-calculated from the successive solution of the gas
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11. Flaming autoignition is achieved when the gas reaction rate exceeds a critical 

value. The criteria for gas phase flaming autoignition will be discussed in 

Section 5.4. 

 with the solid phase model via 

the solid-gas interface boundary conditions. 

d surface regression due to the char surface oxidation is neglected. 

Thus, the gas phase boundary layer approximation is valid for all the 

sim

.2.2 Governing Equations and Boundary Conditions 

equations for compressible transient gas phase transport equations without 

s in the boundary layer are: 

 

onservation o ass: 

 

12. The gas phase transport equations are coupled

13. The woo

ulation time. 

 

5

The governing 

reaction term

C f m

0=
∂

∂
+

∂

∂
+

∂

∂

y
v

x
u

t
ggg ρρρ

 ,       (5.1) 

 

ti f momentum r x-direction (cross-stream): 

 

Conserva on o  fo

0=
∂
∂

x
P ,         (5.2) 

 

Conservation of momentum for y-direction (streamwise): 
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Conservation of energy: 
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Conservation of species: 

 

⎟
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⎜
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=⎟⎟
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+
∂

+
∂ x

D
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t ggg ρρ  for  OFi ,⎞⎛ ∂∂⎞⎛ ∂∂∂ YYYY iiii = ,   (5.5a) 

 

The gas coordinate system is set as shown in Fig. 5.1. The solid-gas interface surface is 

ction. The subscript “g” refers to gas.  The streamwise velocity 

 

and  ∑−= YY 1          (5.5b)  iIn

essentially the y-axis. The streamwise direction is the y-direction and the cross-stream 

direction is the x-dire

component is v  and the cross-stream velocity component is u . P  is the pressure,  is 

e gas temp re, and  is the mass fraction of species i (F, fuel; O, oxygen; In, inert 

gT

eratu iYth

gas). gµ  is the gas kinematics viscosity,  is the gas thermal conductivity, and  is the 

gas mass

gk gD

 diffusivity. g is the gravity (9.81 m/s2)  
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The x-momentum equation suggests that the pressure is constant across the boundary; 

thus the pressure variation is only due to the hydrostatic pressure (e.g. )( yygP refg −= ρ , 

refy  is the reference level). The hydrostatic pressure comb

written in the last term on the RHS of the y-momentum equation. 

 

The gas density is evaluated from the equation of state: 

 

ined with the body force is 

 g
air

g T
M

P ⎟⎟
⎠

⎜⎜
⎝

= ρ ,       R ⎞⎛
 (5.6) 

 

where R  is the universal gas constant (8.314 kJ/km  is the molecular weight of 

air (28.97 kg/kmol).  

ol.K), 

At the inlet (y = 0): 

  , 

(5.7a) 

airM

 

The boundary conditions are 

0=u in

 ∞,gg TT ,           

Vv = , 

=

 0=F , ∞= ,OO YY ,        Y

 

At the outlet (y = yout): 
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At the solid-gas interface, the coupled conditions (x=0): 

sulator portions, 
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 0== vu , 
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At the side wall (x = xside): 

 

 

 0=
∂

=
∂

=
∂ xxx

g , 
∂∂∂ Tvu

,        (5.7d) 

where  is the vertical inlet velocity, is the ambient temperature (298 K),  is 

the ambient oxygen mass fraction (0.233), 

0=FY , ∞= ,OO YY 

 

inV  ∞,gT ∞,OY

S  is the blowing velocity, netm ′′&  is the net u
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im ′′&Cf mm ′′+′′=pyrolysis mass flux ( && ),  is the generation rate of fuel (i=f), or the 

estruction rate of oxygen (i=O), and   is the solid surface temperature.  

 

he coupled conditions in the wood portion are determined from solving the one-

t for the heat conduction from the 

as adjacent to the interface surface as 

 STd

T

dimensional wood pyrolysis model (Chapter 4). The boundary condition for wood 

pyrolysis model is modified from Eq. (4.19b) to accoun

g

 

)( 44
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g
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SCCi TT
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k
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∂

∂
−

∂
∂

−=∆′′+′′ εσ&& ,   (5.8) 

here the subscripts, “solid” ica ient evaluated on t

phase side, “gas” indicate the temperature gradient evaluated on the gas phase side. 

 the insulator portions, the surface temperature is calculated from a one-dimensional 

 

 

w  ind te the temperature grad he solid 

 

In

transient heat conduction: 

 

2

2

x
T

t
T

in ∂
∂

=
∂
∂ α ,        (5.9) 

 

solid-gas interface: 

 

subjected to the boundary conditions: 
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0=
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∂
∂

Solidx
(5.10b) 

where  is the insulator thermal conductivity, and 

 

ink inα  is the insulator thermal 

fusivity. The thermal properties of the insulator are taken from the insulator 

manufacture (Kaowool® Board type M). 

.2.3 Non-dimensional Governing Equations and Boundary Conditions 

oundary layer thickness 

dif

 

5

The proper characteristic length is the thermal b ( gδ ) evaluated at 

e outlet of computh tational domain (y = yout) which 1≈gδ  cm. The characteristic velocity 

CU ) such that is chosen as the thermal diffusion velocity (

 

 
gδ

g
CU

α ∞= , ,         (5.11) 

 

where   is the gas thermal diffusivity evaluated at the ambient temperature (air at 298 

hich  

∞,gα

K). The characteristic time scale for gas phase is the thermal diffusion time ( t ), wC

g

g

C

g
C U

t
α
δδ 2

== .        (5.12)  
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The non-dimensional gas temperature is written as 

 

 
)( ,∞− gS TT
)( ,∞−

= gg TT
θ ,        (5.13) 

 

where ST  is the average solid surface temperature over the wood portion.  

he characteristic gas den

 

T sity is the ambient gas density ( ∞,gρ ), and the characteristic 

ass flux is gggCgm δαρ /,,, ∞∞=′′& . m

 

Normalized the gas phase governing equations with the characteristic variables, the non-

dimensional gas phase governing equations are 

 

onservation of mass: 
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Conservation of momentum for y-direction (streamwise): 
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Conservation of energy: 
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Conservation of species: 
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where t

normal e evaluated at 298 K. 

 

The

defined

 

 

he ^ sign indicates a non-dimensional variable. All the gas thermal properties are 

ized by their ambient valu

 dimensionless numbers appearing in the non-dimensional governing equations are 

 as follows: 

∞∞
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,  the Prandtl number;    (5.18a) 
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In deriving the non-dimensional y-momentum equation, the density difference term is 

simplified with the equation of state [90] as  

 

)( ,, ∞∞ −=− ggggg TTβρρρ ,  

 

where β  is thermal expansion coefficient ( T/1 g=  for perfect gas). 

 

 

 

The non-dimensional thermal properties have a power law dependence on the 

temperature [59] as  

7.0

,
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and the non-dimensional dynamics viscosity is ggg ρµυ ˆ/ˆˆ = . The Prandtl number is 

constant, thus gg υα ˆˆ =  providing that 

 

 g
gk

µ̂
ˆ

= .         
gPĉ ,

 (5.19b) 

 

With the unity Lewis number ggD α̂ , and therefore 

 ggg D µρ ˆˆˆ = .         (5.19c) 

 

ˆ =
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The non-dimensional boundary conditions are 

 

At the inlet (y = 0): 
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t the outlet (y = yout): 
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t the solid-gas interface, the coupled conditions (x=0): 
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At the side wall (x = xside): 

  0
ˆˆ

ˆ
ˆ
ˆ

=
∂
∂

=
∂
∂

=
∂
∂

xx
v

x
u θ , 

 .        (5.20d) 

An explicit second-order Runge-Kutta finite difference scheme [91] was used to integrate 

the non-dimensional gas phase governing equations together with the boundary 

conditions. Detail of the gas phase numerical method is discussed in Appendix B. 

5.2.4 Coupled Procedure for Solid and Gas Phase Calculations 

To couple between the gas phase and solid phase models, the numerical procedure is 

performed as follows:  

 

1) Solve the solid phase governing equations for a given heat flux. In additional to 

the solid phase variables, this step also computes the pyrolysis mass flux, and the 

surface tem  for 

the gas phase equations. 

the boundary conditions that use the previous values of the pyrolysis mass flux 

0=FY , ∞= ,OO YY

 

 

perature to be used in the solid-gas interface boundary conditions

 

2) Solve the gas phase governing equations (momentum, energy, and species) with 
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and the solid surface temperature. This step allows a new distribution of the heat 

flux feedback to the solid surface to be computed and then used as a boundary 

condition in the solution of solid phase equations at the next time-step.  

teps 1 and 2 are repeated until the autoignition occurs. In the solid phase, the implicit 

heme is used; thus, it is unconditionally stable. However, the gas phase 

alculation is conditional stable because the explicit time advance scheme is employed. 

he overall computational time-step is constrained by the gas phase time-step. The gas 

hase time-step is controlled either by convection time-step (CFL) or diffusion time-step 

o). The minimum value between convection and diffusion time-steps is used to 

dvance the overall calculation. Typically, the overall time-step was in the order of 10-3 

conds. 

 

In th ase 

computational time is not limited by the ime-step, which is very small (order of 

ation is reasonable for our purpose of determining the 

alitat

 

S

time advance sc

c

T

p

(F

a

se

e present gas phase model, the gas phase kinetics is omitted from the gas ph

transport equations. This simplification greatly reduces computational difficulty since the 

 chemical t

10-5 seconds). The simplific

flaming autoignition for the following reason. Prior flaming ignition, the gas reaction rate 

is relatively small due to a low gas temperature. Thus it does not significantly affect the 

solution of the gas phase model and hence the ignition time. However, after the ignition 

the gas phase calculation results can only be viewed as qu ive trends due to the 

drastic variations of the gas temperature and density near the flame. 

 

 161 
 



 

5.3 Numerical Validation 

 

5.3.1 A Natural Convection Flow over A Vertical Isothermal Hot Wall 

er a vertical isothermal wall 

is perform te the com ulate the gas phase problem. 

The problem considered here is illustrated in Fig. 5.2. An isothermal wall of 400 K is 

assigned left wall. A re lar computation ain is 3.5 cm wide and 8 cm 

high. A 40x64 with uniform n y-direction and non-uniform mesh in x-direction 

(the mesh is clustered near the iscr e computational n. The 

boundary conditions are as shown Fig. 5.2.   

 

 

 

 

 

 

 

A numerical simulation of a natural convection of a flow ov

e to validad puter code developed to sim

 to the ctangu al dom

mesh i

 wall) is used to d etize th  domai

W = 3.5 cm 

 

 

 

 

 

Figure 5.2: Problem configuration of a natural convection over a vertical wall 
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The gas density is assumed to be constant except the buoyancy term in the y-momentum 

(Boussinesq approximation). The gas thermal properties are constant and the Prandtl of 

0.72 (air) is employed. The numerical integration starts from the initial condition where 

the fluid is at rest until the steady state solution is achieved , where( 410)/min( −<∂∂ tφ  φ  

are velocity and temperature). 

he exact solution of this problem can be found in Ref. [63]. The solutions for the

elocity component and temperature are presented in the forms of similarity variables 

efined as 
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here  is the Grashof number at position y, a vertical distance from the leading edge 

 = 0). The  is defined as 
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here  is the ambient temperature (298 K), 

 

w  ∞,gT gυ  is the gas dynamics viscosity, and 

 the wall temperature. 

WT  

is
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The  and  f ′ θ  are functions of the similarity variable η  only where 
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ocity and temperature (presented in similarity 

ariable forms) for four locations downstream obtained from the numerical calculation 

atural 

onvection flow over a vertical isothermal wall of 400 K; the exact solution is taken from 

Ref. [63]. 

 

Comparisons of the steady state v-vel

v

with the exact solution [63] are shown in Fig. 5.3. Good agreement is observed providing 

us with confidence to proceed with the subsequent gas phase autoignition problem. 

 

 

 

  

 

 

 

 

 

 

 

Figure 5.3: Comparisons of steady state v-velocity and temperature for a n

η

)(ηf ′

)(ηθ

η
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5.3.2 Grid Refinement Study 

A grid refinement study was conducted to find an optimal computational mesh size. The 

computational domain is a rectangle with the x-axis along the width and the y-axis along 

the height (see Fig. 5.1). The domain width of 3.5 cm is chosen such that the width is 

about 3.5 times of the thermal boundary layer thickness ( 1≈gδ cm) evaluated at the 

domain outlet. The domain height is 8 cm (2 cm insulator portion, 4 cm wood portion, 

and 2 cm insulator portion), which is the same as in the experimental setup. The mesh 

size is varied as shown in Table.5.1.  The mesh is non-uniform in the x-direction with 

gird concentrated near the solid-gas interface and uniform in the y-direction. 

 

Table 5.1: A summary of mesh size in grid refinement study 

 
Number of points 

(NxxNy) 
 

 
minx∆  [cm] 

 
maxx∆  [cm] 

 
y∆  [cm] 

20x32 0.120 0.243 0.250 
40x40 0.038 0.167 0.200 
40x64 0.038 0.167 0.125 
64x64 0.028 0.095 0.125 
80x64 0.018 0.085 0.125 

 

Note: The mesh size of 40x64 is chosen for all the calculations of gas phase flaming 

autoignition. 

 

Fig. 5.4 and 5.5 show the maximum gas temperature and the maximum gas reaction rate 

time histories for various mesh sizes. These depict calculations of the solid and gas phase 

models with incident heat flux of 60 kW/m2. The gas reaction rate is calculated with the 
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max,Tg

gas kinetic parameters of gaE , = 67 kJ/mol and gA = 8x105 m3/kg.s. The maximum gas 

temperature increases with increasing a number of points. This is because the maximum 

gas temperature is usually located at the first point in the gas phase domain near the 

heated wall. Increasing the number of grid points moves the first point close to the wall; 

hence, the maximum gas temperature increases. The gas reaction rate is directly related to 

the gas temperature. Therefore, as the gas temperature increases, the gas reaction rate also 

increases. Increasing the number of points improves the calculation accuracy while the 

tradeoff is a more expensive computational c ver, as the number of points is 

increased more than 40x64 points, the maximum gas temperature and reaction rate do not 

significantly change which can imply as grid-independence of the calculation results. 

Therefore, within a reasonable computational cost and numerical accuracy, the mesh size 

of 40x64 is selected for all the gas phase calculations. 

 

 

 

 

 

 

 

 

Figure 5.4: Pl s of maximum gas re history fo ous mesh sizes 
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Figure 5.5: Pl  gas reaction rate history for 

 

ing Autoignition Criteria 

 

In this section, flaming autoignition criteria are discussed. In an experiment, ignition may 

define as the first light emission for the combustible gas [45, 58]. This criterion is 

reasonable and consistent with our natural sense. In a theoretical viewpoint, the ignition 

may be defined as a thermal runaway in the gas phase reaction (Semenov’s theory [88]). 

The thermal runway is usually defined as a dramatic increase of a physical variable (e.g. 

solid surface temperature, gas temperature, gas reaction rate), exceeding a predefined 

ots of maximum various mesh sizes 

5.4 Flam

critical value. However, a specific physical variable as well as its critical value is 
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somewhat arbitrary. Therefore, it is necessary to find an appropriate criterion for our 

calculation of gas phase flaming autoignition of wood. 

 

Many flaming ignition criteria have been proposed based on various physical variables. 

Generally, the flaming ignition criteria may be categorized into two main groups based 

on (1) solid phase variables (e.g. solid surface temperature, solid pyrolysis mass flux, 

etc.) and (2) gas phase variables (e.g. gas temperature, gas reaction rate, etc.). 

 

In the first group where ignition criteria based on the solid phase variables, quoted in 

f wood in 1946, 

nd suggested that flaming ignition is expected when the pyrolysis mass flux reaches a 

ertain value of 2.5 g/m2.s.

ing ignition could achieve, the minimum pyrolysis mass flux of at least 1 

2

with increasing heat flux. He proposed that the appropriate 

ined from a thermal balance of the specimen, which yielded an 

perature was approximately 525 oC.  Martin [20], and Alvares and 

o

Gandi’s work [43], Bamford experimentally studied flaming ignition o

a

c  Kanury [89] further commented on Bamford’s criterion that 

before the flam

to 4 g/m .s is required.  Simms [9] argued that the pyrolysis mass flux at flaming ignition 

is not constant. It increases 

criterion would be determ

ignition criterion based on a critical average solid temperature. Ignition occurred when 

the average solid tem

Martin [92] suggested that autoignition occurs when the surface temperature reaches a 

constant value of 600 – 650 C regardless of radiant heat flux intensity. Other ignition 

criteria based on solid phase variables, for instant, critical char depth, critical solid 

surface temperature increasing rate could be found in the reviews by Gandhi [43] and 

Atreya [4]. 
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Flaming ignition is a gas phase phenomenon involving a thermal runaway condition. 

Thus, it might not be appropriated to determine the flaming ignition criteria solely from 

the solid phase variables. Kashiwagi [45] considered a one-dimensional transient gas 

phase ignition model of a solid fuel and recommended that the ignition criterion should 

include the effect of the chemical reaction process. He proposed that flaming ignition is 

accomplished when the total reaction rate in the boundary layer of the combustible gases 

djacent to the solid surface exceeds a critical value. Gandhi [43] commented that the gas 

Tsai et al. [55] 

xperimentally and numerically studied autoignition and piloted ignition of PMMA in a 

on was considered as a maximum increasing 

te of the maximum gas temperature (e.g. 

a

phase ignition occurs when the gas phase reaction becomes significant and the gas starts 

to heat the solid surface. Thus the reversal of sign for the gas temperature gradient at the 

solid-gas interface could be used as the ignition criterion. In a numerical investigation of 

forced flow piloted ignition of PMMA, Zhou et al.[53] considered that piloted ignition 

occurred when the maximum gas temperature reached a predefined value. 

e

cone calorimeter. Their criterion for igniti

tTg ∂∂ /max,ra =0). In an extensive review of 

itio

ted that the ignition criteria should not depend on ambient oxygen concentration 

nd gravity. They pointed out that one-dimensional ignition criteria [43, 45] are 

hase calculations. They 

ggested that the appropriate ignition criterion, which can be used for wide range of 

ambient oxygen concentrations and gravities is that the maximum gas reaction rate 

exceeds a critical value of 0.1 ~ 0.3 kg/m .s. 

autoign n (spontaneous ignition) criteria of solid fuel, Nakamura and Takeno [58] 

commen

a

inadequate for a prediction of ignition in multidimensional gas p

su

3
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A summary of the gas phase flaming ignition criteria utilized by various investigators is 

presented in Table 5.2.  

 

Table 5.2: Summary of the flaming ignition criteria 

Expression 

 
References 

 
Ignition Criteria 

 
Mathematical 

 

 
Ignition Mode 

Bamford (quoted 
[ ]) 

Critical pyrolysis 
in Ref. 43 mass flux 

≥′′ Sgm ,&  2.5 g/m .s 
wood 

2 Piloted ignition of 

Kanury [89] Critical pyrolysis ≥′′ Sgm ,&
mass flux 

 1 ~ 4 g/m2.s Autoignition and 
piloted ignition 

Simms [9] Critical average 
solid temperature 

SolidT  = 525 oC Autoignition of 
cellulose fuel 

Martin [20], and Critical solid  = 600 ~ 650 oC Autoignition of 
celluloAlvares et al. [92] surface temperature

S
se fuel 

T

Sauer (quoted in Critical char depth - *
CC δδ ≥  

Ref. [43]) 
( )*// tTtT SS ∂∂>∂∂  Price (quoted in 

Ref. [43]) 
Critical solid 

surface temperature 
increasing rate 

- 

Kashiwagi [45] Critical total gas 
reaction rate 

( )*dxdx gg ∫∫ ′′′≥′′′ ωω &&  Autoignition of 
solid fuel 

Gandhi [43] Critical gas 

gradient reversal at 

 
temperature 

the solid-gas 
interface 

 
( ) 0/ =∂∂

Surfaceg xT  

Autoignition of 
cellulose fuel 

Zhou et al. [53] Critical maximum 
gas temperature 

Piloted ignition of 
PMMA 

*
max,max, gg TT ≥  

Tsai et al. [55] Critical maximum 

increase rate 

0/max, =∂∂ tTg  
gas temperature 

Autoignition and 
piloted ignition of 

PMMA 
Nakamura and 
Tak

Critical gas 
reaction te 

≥′′′gω& 0.1 ~ 0.3 kg/m3.s Autoignition of 
ce  fuel lluloseeno [58]  ra

 

Note: the asterisks indicate the critical value of those critical criteria. 
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For solid flaming ignition to occur, three steps proceed in sequen olid 

must be heated. The heat conduction fro olid s ce in  

its temperature. As the solid temperature increases, the solid pose 

generating fuel gases that flow out to the su nding. time rt 

deco sid e py sis tim ). Second, the fuel gases are 

transported to mix with the air from the surroundings creating a boundary layer of 

combustible mixtures. If a piloted source is placed in the boundary layer of the 

comb the gas concentration is in the f mable oted 

ignition occurs. For autoignition, not only must the gas concentration have to be in the 

flammable region, but the gas temperature must also be sufficiently high to accelerate the 

gas phase reactions to cause a thermal runaway. The time needed for the fuel gases to 

transport and mix with the air until the gas mixtures reach a suitable condition for 

ignition (both concentration and temperature) is considered as the gas mixing time ( ). 

mal runaway to estab

The time needed for this final process is the chemical time ( ). 

The flaming ignition time ( ) is the sum of all the there steps [94]; thus 

t+

ition time 

reduce to 

ce [93]. First the s

m the s urfa to the solid interior raises

starts to decom

rrou  The taken for the solid to sta

mposing can be con ered as th roly e ( pyt

ustible gases and lam  limit, flaming pil

mix

Finally, once the ingredients for ignition are complete, the energy release from the gas 

chemical reactions can cause a gas phase ther lish a diffusion flame. 

chem

 

ig

 

 chemxpyig ttt += .        (5.25) 

 

Typically the chemical time is vary fast and can be neglected [93]. The ign

t

t

t

mi
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mixpyig ttt += .         (5.26) 

he pyrolysis time is already considered in the solid phase model (Chapter 4). For piloted 

nition, the mixing time is relatively small comparing to the pyrolysis time [93], and 

us it can also be neglected. For this reason, it is possible to determine the flaming 

iloted ignition based on the solid variable criteria. However, for autoignition, not only is 

e proper gas mixture concentration required but also the gas temperature must be 

fficiently high. Therefore, the mixing time for autoignition is longer and cannot be 

eglected. Flaming autoignition criteria must include the gas phase transport effects 

ence the ignition criteria should be based on the gas phase variables. The mixing time 

 

certain value tha ermal runaway. 

ccordingly, it seems reasonable to adopt the flaming ignition criterion based on the 

 ranges 

f operating conditions [95]. A global kinetic reaction can be expressed as 

 

T

ig

th

p

th

su

n

h

can be evaluated as the time taken for the fuel gas concentration and temperature reach a

t sufficiently provides the gas reaction rate to cause the th

A

maximum gas reaction rate [58] for our gas phase analysis of flaming autoignition. 

 

A detailed kinetic modeling of gas phase reaction might be impossible due to the lack of 

knowledge for the compositions of the combustible mixtures as well as uncertainties of 

their kinetics mechanisms. Fortunately, the problem can be alleviated as we consider a 

simplified global kinetic reaction yet still reproduce experimental data over wide

o

 

Fg ,υ (Fuel Gases) + Og ,υ (Oxygen) →  Pg ,υ (Product Gases),  
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where Fg ,υ , Fg ,υ , and Pg ,υ  are the stoichiometric coefficient for fuel, oxygen and product 

gases.   

 

The gas reaction rate ( gω ′′′& ) follows a second-order Arrhenius rate: 

 

 ⎟
⎠

⎜
⎝ g

OFggg RT

 

where gA  is the gas pre-exponential factor, gaE ,  is the gas activation energy, g

⎟⎜=′′′ gaYYA ,2 expρω&  ,      (5.23) 
⎞⎛ − E

ρ  is the 

gas density, Y  is the fuel mass fraction, Y  is the oxygen mass fraction, and T is the 

gas temperature. 

F O g

 

In present calculation, the gas density, temperature, and fuel and oxygen mass fractions 

are obtained from the solution of the gas phase transport equations. The gas kinetic 

constants ( ) are the kinetic input parameters. With these ingredients, a scalar 

field of the gas reaction rate at every time-step can be calculated.  

 

The gas reaction rate strongly depends on the gas kinetic parameters ( ) and hence 

e autoignition time. The kinetic parameters vary in previous studies. These variations 

gA , gaE ,

gA , gaE ,

th

are mainly due to investigators seeking to match experimental data or to simply keep the 

computational cost within reasonable limits. The larger the gas activation energy, the 
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thinner the flame thickness, and thus the more expensive the computational cost [96]. A 

summary of the gas phase kinetic parameters utilized by various investigators is 

presented in Table. 5.3 

 

Table 5.3:  Summary of the gas kinetic parameters 

  
g

[m
References  Legend 

Fig. 5.6 

Note A  
3/kg.s] 

 
ga,

[kJ/mol] 

 

in 

 

 

 
E

Tsai et al. [55]  176 K1 Predict an autoignition 

PMMA in a cone 
1.53x1013 and piloted ignition of 

calorimeter 
Zhou et al. [53]  3x105 K2 Predict a piloted ignition 

layer flow over 
1.60x1016 of PMMA in a boundary 

horizontal flat plate 
Dun et al. [97] 3.12x107 74 K3 Predict a flame spread 

over a paper 
Frey and T’ien [96] 3.12x107 

7.18x105

63 K4 Predict a flame spread 
~ over a solid cellulose 

Di Blasi et al. [98] 3.13x107 63 K5 Predict a flame spread 
over a thick cellulose 

Nakamura et al. [58] 
Nakabe et al. [56] 

8.00x105 67 K6 Predict an autoignition of 
a cellulose paper 

 

Note: The gas kinetic parameter K6 is chosen for all the calculations of gas phase flaming 

autoignition. 

 

To illustrate dependency of the autoignition time on the gas kinetic parameters, the 

maximum gas reaction rate time history calculated from the six sets of the gas kinetic 

arameters reported in Table 5.3 is plotted in Fig. 5.6. This depicts the case of the gas p
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]./[ 3

max,

smkg
gω ′′′

][st

hase simulation of  = 60 kW/m2 and   = 0.233.  Autoignition occurs when the 

aximum gas reaction rate reaches some critical value. The plot shows that for a certain 

ritical gas maximum reaction rate (e.g. 0.2 kg/m3.s), increasing  or decreasing 

shift 

&

iq ′′& ∞,OYp

m

c gaE , gA  

max,gω ′′′&

a

criterion thus 

 to the right, and thus increases the autoignition time. As we adopted the 

critical m ximum gas reaction rate of Nakamura [58] for the present flaming autoignition 

of 67 kJ/mol and  of 8.00x105 m3/kg.s are employed in all 

alculations of the gas reaction rate. The flaming autoignition is achieved when the 

aximum gas reaction rate reaches a critical value of 0.2 kg/m3.s [58]. 

 

 

 

aximum gas reaction rate (

gaE , gA

c

m

 

 

 

 

 

 

 

 

Figure 5.6: Plot of the m max,gω ′′′&

iq

) history for various sets of the 

gas kinetic parameters listed Table 5.3 ( ′′&  = 60 kW/m2) 

 



 

It is te. 

If the cr th ximum 

as reaction rate is greater than the critical value implying the local heat release is greater 

an the local heat loss [58]. This is essentially the same as the Semenov’s ignition 

eory; the ignition is achieved when the local heat release is greater than the local heat 

ss. This illustrates that the concept of the Semenov’s ignition theory still holds. 

.5 Gas Phase Results and Discussions 

umerical studies of gas phase flaming autoignition were performed.  The incident heat 

ux was varied from 20 kW/m2 to 70 kW/m2 as a parametric input. In all numerical 

alculations, the computational domain was the same as that described in Section 5.3.2. 

numerica u

.5.1 Flaming Autoignition Behavior 

wo types of flaming autoignition were observed from the numerical calculations 

epending on an incident heat flux: (I) at high heat flux (

 interesting to note that the heat release rate is directly related to the gas reaction ra

itical maximum gas reaction rate represents e local heat loss rate, the ma

g

th

th

lo

 

5

 

N

fl

c

An initial ambient oxygen mass fraction ( ∞,OY ) was 0.233. Comparisons between the 

l results and the experimental data are disc ssed in this section.  

 

5

T

iq ′′&d  > 40 kW/m2), gas flaming 

ition occurs just an instant after solid glowing ignition, and (II) at low heat flux 

 < 40 kW/m2), solid glowing ignition leads to gas flaming autoignition after 

considerably delay.  

 

autoign

( iq ′′&
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For type I autoignition, when gas flaming autoignition occurs just an instant after the 

lid glowing ignition, plots of various quantities are shown in Fig. 5.7 for wood 

yrolysis mass flux and surface temperature, insulator surface temperature and gas 

m , 

Fig. 5.9 for gas t  5.10 for the gas 

elocity vector and streamlines at the instant of autoignition. The incident heat flux 

 no gas reaction rate 

so

p

aximum temperature time histories, Fig. 5.8 for fuel and oxygen mass fraction contours

emperature and gas reaction rate contours, and Fig

v

imposed on this calculation is 50 kW/m2.  

 

The average surface quantities (surface temperature, pyrolysis mass flux) over the wood 

portion is used to evaluate the wood glowing ignition. The glowing ignition criteria are 

based on a surface energy balance of the wood surface as discussed in Section 4.4. Fig. 

5.7 shows that the wood undergoes glowing ignition at about 30 seconds. Then just 2 

seconds later, the gas mixture achieves flaming autoignition (tflaming = 32 seconds). Due to 

a very short time interval between wood glowing ignition and gas flaming ignition, the 

wood glowing ignition does not significantly increases the wood surface temperature; 

thus the wood surface temperature is still lower than the insulator at the moment of 

ignition. Consequently, the gas temperature near the insulator surface is hotter than that 

near the wood surface (see Fig. 5.9a). The fuel gases injected from the wood surface mix 

the oxygen flow from the surroundings creating a boundary layer of the gas mixture. 

Then the gas mixture is convected upward (see Fig.5.8). Although the gases near the 

insulator at the lower portion have a high temperature, insignificant gas reaction rate is 

observed. This is because the fuel gases cannot propagate upstream due to the buoyancy; 

the fuel gas concentration upstream remains zero and hence there is
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][K

]./[ 2 smg

mg′′&

][st

][st

  
nition 

T

Glowing ignition Flaming autoig

(a) 

(b) 

ig 5.9b). By tracking the maximum gas reaction rate downstream, the onset of flaming 

utoignition can be determined when the local gas reaction rate exceeded the critical 

alue (0.2 kg/m3.s). As indicated above, the gas near the insulator surface at the top 

ortion is hotter than that near the wood surface. Therefore, most of the gas reactions are 

onfined near the top insulator portion. The local maximum gas reaction rate exceeds the 

ritical value at approximately 32 seconds and thus this time is defined as the flaming 

utoignition time. At this moment the wood pyrolysis mass flux does significantly affect 

e u-velocity component as one can see from the streamlines in Fig. 5.10. The 

utoignition is located approximately at y = 7.6 cm.  

 

 

Figure 5.7: (a) Gas maximum temperature, and wood and insulator surface temperature 

time histories and (b) pyrolysis mass flux time history 

(Autoignition type I, 

(F

a

v

p

c

c

a

th

a

 

 

 

 

 

 

 

 

 

iq ′′& = 50 kW/m2, tflaming = 32 s, tglowing = 30 s) 
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][KTg ]./[ smkggω ′′′&

(a) (b) 

 

 

Figure 5.8: Contour plots of (a) fuel and (b) oxygen mass fraction at the instant of 

flaming autoignition  (Autoignition type I, 

 

 

 

 

 

 

 

iq ′′&

3

= 50 kW/m2, tflaming = 32 s) 

 

 

 

 

 

 

 

 

 

 

Figure 5.9: Contour plots of (a) gas temperature and (b) gas reaction rate at the instant of 

flaming autoignition (Autoignition type I, iq ′′&  = 50 kW/m2, tflaming = 32 s) 
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Figure 5.10: Velocity vector field and streamlines at the instant of flaming autoignition 

(Autoignition type I, iq ′′&  = 50 kW/m2, tflaming = 32 s) 

 

As the incident heat flux decreases below 40 kW/m2, the second type of flaming 

autoignition is achieved. Depictin iq ′′&g the case when the wood surface is heated with  = 

/m2, the solid glowing ignition leading to the gas flaming autoignition is 

ation (see Fig. 

30 kW

demonstrated.  Fig. 5.11 shows that, the wood surface achieves glowing ignition at about 

86 seconds. The additional energy from the char surface oxidation increases the wood 

surface temperature to be greater than the insulator surface temperature. At the instant of 

flaming autoignition, the fuel mass fraction near the wood surface is high, however, the 

oxygen mass fraction is nearly consumed due to the char surface oxid
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][st

][st

T

2

mg′′&

Glowing ignition Flaming autoignition 

][K

]./[ smg

  

(a) 

move way from the wood surface (both horizontally and vertically), the oxygen become 

more available, and thus the gas reaction rate increases. The high wood surface 

temperature widens the gas reaction boundary near the wood surface (see Fig 5.13b); 

therefore the gas reaction boundary at low heat flux is thicker than at high heat flux. The 

blowing due to the fuel pyrolysis mass flux is considerable. It tends to push the 

streamlines away from the wood surface (see Fig. 5.14). Flaming autoignition is detected 

above the wood surface (y = 7.6 cm) at approximately 126 seconds. 

 

 

 

 

 

 

 

 

 
(b) 

.12); the mixture concentration here is extremely rich.  As a result, the gas reaction rate 

 

 

 

Figure 5.11: (a) Gas maximum temperature surface temperature 

time histories and (b) pyrolysis mass flux time history 

(Autoignition type II, 

5

near the wood surface is relatively low even though the gas temperature is high. As we

, and wood and insulator 

iq ′′&  = 30 kW/m2, tflaming = 126 s, tglowing = 86 s) 
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(a) (b) 

 

 

Figure 5.12: Contour plots of (a) fue ygen mass fraction at the instant of 

flaming autoignition (Autoignition type II, 

l and (b) ox

iq ′′&  = 30 kW/m2, tflaming = 126 s) 

 

 

 

 

 

 

 

 

 

Figure 5.13: Contour plots of (a) gas temperature and (b) gas reaction rate at the instant 

of flaming autoignition (Autoignition type II, iq ′′&  = 30 kW/m2, tflaming = 126 s) 



 

 

 

 

 

 

 vector field and streamlines at the instant of flaming autoignition  

(Autoignition type II, 

 

 

 

 

 

 

 

Figure 5.14:  Velocity

iq ′′&  = 30 kW/m2, tflaming = 126 s) 

The numerical model prediction of the autoignition location for type II differs from the 

xperimental observation where the autoignition occurs close to the wood surface. The 

an nt, w

ted a cavity between the wood surface and the insulator. 

utoignition was typically detected inside or close to this cavity. However, the wood 

 

e

discrep cy may due to the following reason. In the experime ood surface regression 

due to char surface oxidation was observed before the flaming autoignition occurred. The 

surface regression crea

A

surface regression was neglected in the numerical model since it was too expensive in 

terms of computational cost. This might be the reason why the autoignition location 
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predicted from the model is different from the experimental observation. Regardless this 

discrepancy, the model is able to explain the physical behavior o  gas phase autoignition 

processes, at least qualitatively.  

f

ition as a function of incident heat flux. The theoretical flaming autoignition 

time was determined based on the critical gas reaction rate as discussed in Section 5.4. At 

high incident heat flux (> 40 kW/m2), autoignition occurs just an instant after solid 

glowing ignition (autoignition type I). As the incident heat flux decreases (< 40 kW/m ), 

a time interval between solid glowing ignition and flaming autoignition considerably 

increases (autoignition type II). This is because the external heat flux supplied to the 

combustible mixtures is inadequate to accelerate the gas reaction; thus the flaming 

autoignition cannot occur. However, as the solid surface undergoes glowing ignition, it 

supplies an extra energy to the gas mixture, which can bring the gas temperature to its 

ignition temperature. This process requires some time interval. This time interval 

increases as the incident heat flux decreases.  It was found experimentally that within 2 

 

It should be noted that the use of boundary approximation in the gas phase transport 

equations implies that heat and mass transfer cannot propagate upstream. Thus only 

downstream variables after the wood portion can be used to calculation the onset of 

autoignition. This constrain limits the present model to not be able to calculate a more 

complex flow such as a flow with recirculation region. 

 

5.5.2 Flaming Autoignition: Theoretical and Experimental Results 

Fig. 5.15 plots theoretical and experimental times for flaming autoignition and solid 

glowing ign

2
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hours exposed time flaming autoignition was not observed for heat fluxes lower than 20 

kW/m2. Thus the critical heat flux for flaming autoignition is considered to be 20 kW/m2. 

No numerical calculation for heat fluxes lower than the flaming autoignition critical heat 

flux was performed. 

 

Figure 5.15 Flaming autoignition and glowing ignition times as a function of incident 

heat flux 
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ing piloted ignition and glowing ignition times as a function of incident 

heat flux 

 

Fig. 5.16 plots theoretical and experimental piloted ignition time. The experimental data 

as taken from Spearpoint [23]. For the theoretical values, piloted ignition was 

onsidered to occur when the fuel gas concentration ( ) at a prescribed igniter located 

 the gas phase computational domain (xigniter = 0.25 cm, yigniter = 6.36 cm) reaches a 

wer flammable limit of the gas mixtures ( ). The lower flammable limit (LFL) can 

e estimated from a relation between the adiabatic flame temperature and fuel gas 

oncentration [93] as 

 

/[ mkWqi&

 

 

Figure 5.16 Flam

w

c FY

in

LFLFY ,lo

b

c



 

C

gadfgP
LFLF H

TTc
Y

∆

−
=

)( ,,
, ,       (5.24) 

 

where  is the lower flammable limit fuel mass fraction,  is the adiabatic flame 

tem

LFLFY , adfT ,

perature, gT  is the gas temperature, CH∆  is the heat of combustion, and gPc ,  is the 

specific heat capacity .  

,

 

 

For most hydrocarbon-based fuel, a typical adiabatic flame temperature is 1300 oC [99]. 

The specific heat capacity is taken from air as 1.2 kJ/kg.K. The heat of combustion is 

essentially the heat of combustion of wood, which is 12.4 kJ/g.K for the actual value 

[100]. At a gas temperature gT , we can estimate a corresponding LFLFY ,  from Eq. (5.24). 

Thus, the theoretical piloted ignition occurs when FY  at the igniter is greater than LFLFY , . 

 

It should be noted that to accomplish ignition, two necessary conditions must be 

simultaneously satisfied [14]: (1) sufficient amount of fuel gas concentration (i.e. within 

LFL), and (2) the gas temperature must be sufficiently high enough to accelerate the gas 

reaction. For autoignition, both two conditions are required; however, for piloted ignition, 

only the first condition must be satisfied since the high gas temperature can be achieved 

with help of the piloted source. Assuming the numerical piloted source provides 

sufficient energy to the gas mixture to cause flaming ignition, thus we can consider that 

the numerical piloted ignition occurs when the fuel gas concentration reaches a critical 

value (Y ).   LFLF
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At high heat flux, a difference between flaming autoignition and piloted ignition time is 

 time for solid glowing ignition is close to a time for gas 

d

gas reaction plays a role in the flaming ignition process. Gas flaming ignition at low heat 

simple global gas reaction model used in present study is not adequate to capture 

complex gas kinetics phenomena. This may explain why the predicted autoignition time 

at low heat flux greatly diverges from the experimental values. Nonetheless, the flaming 

piloted ignition and solid glowing ignition times at low heat flux still follow the same 

trend as they do at high heat flux (see Fig. 5.16) meaning that flaming piloted ignition is 

essentially controlled by the solid heating processes irrespective of incident heat flux. 

 

A plot of autoignition temperatures as a function of incident heat flux is illustrated in Fig. 

5.17. The experimental and theoretical solid glowing ignition temperatures are also plot 

to portrait the overall ignition process. It is an obvious trend that the solid surface 

temperatures at flaming autoignition from both the predictions and experimental data 

increase with decreasing incident heat flux. This trend is confirmed by the experimental 

observations of Kashiwagi [14, 15] where the surface ignition temperature for 

autoignition of red oak increases with decreasing incident heat flux. The reason is that as 

the incident heat flux decreases, significant char forms before flaming autoignition 

occurs. The char layer causes a high ignition surface temperature. The calculated flaming 

relatively small. Moreover a

flaming ignition. This observation suggests that the gas flaming ignition process at high 

heat flux is basically governed by the solid heating process. On the other hand, at low 

heat flux, the autoignition time deviates from the pilote  ignition time implying that the 

flux is strongly reaction-dependent [55]. The gas kinetics plays a significant role; thus the 
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autoignition temperatures of the gas however are fairly constant at about 500 oC. The 

aming autoignition temperature for the solid surface is higher than for the gas at low 

eat flux (autoignition type II) confirming the idea that glowing ignition leads flaming 

utoignition at low heat flux.   

 

 

 

Figure 5.17 Flaming autoignition and glowing ignition temperatures as a function of 

incident heat flux 
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Figure 5.18: Flaming autoignition and glowing ignition mass flux as a function of 

incident heat flux 

 

 

 

ass flux at glowing and flaming autoignition varying with 

t heat flux. In the autoignition type I region, the flaming autoignition mass flux 

g incident heat flux. This is because before flaming autoignition 

significant char layer have been formed; therefore, the pyrolysis mass flux 

onotonically with time (i.e. similar to a non-charring material). As the 

t flux increases, the flaming autoignition time decreases and hence the flaming 

ignition mass flux decreases. On the other hand, in the autoignition type II region, the 
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char surface combustion creates a considerable char layer over the heated surface. The 

har layer blocks the flow of the volatiles resulting in a decreasing of the pyrolysis mass 

ux. The amount of char layer increases with decreasing incident heat flux. As a 

onsequence, the flaming ignition mass flux decreases with decreasing incident heat flux. 

ue to uncertainty in the kinetic models, complete quantitative agreement between the 

rediction and experiment could not be obtained; however, qualitative agreement is 

emonstrated. It should be note that at high heat flux, the autoignition is solely controlled 

y the solid phase; therefore, the predicted mass flux for flaming autoignition approaches 

e glowing autoignition value.  

.5.3 Flammability Diagram 

 flammability diagram illustrating the ignitibility of wood is shown in Fig. 5.19. The 

diagram plots fuel mass fraction ( ) on the ordinate and gas temperature ( ) on the 

) and gas temperature ( ) 

t flaming autoignition are plotted on the flammability diagram.  ranges from 0.3 to 

.55 which may be considered as the lower and upper limits for flaming autoignition. On 

 is fairly constant. The lowest  can be considered as the 

utoignition temperature (AIT); thus here the AIT of wood is about 490 oC. The AIT is 

possible unless sufficient external energy is 

dded (e.g. piloted ignition).  

c

fl

c

D

p

d

b

th

 

5

A

FY gT

igFY , iggT ,abscissa. Theoretical results for the fuel mass fraction (

 igFY ,a

0

the other hand gT ,ig iggT ,

a

fundamentally the temperature at which the combustible mixtures entering the explosion 

regime [101]. Below the AIT, ignition is not 

a
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Zabetakis [99] reported AIT for various fuel-air systems. For instance, the AIT of 

paraffin hydrocarbons in air ranges from 537 oC for methane (CH4) to 205 oC for n-

hexadecane (n-C16H34). The AIT deceases as the average carbon chain length increases. 

In fact, the more highly branched a combustible is, the higher its AIT [99]. Quintiere and 

McCaffrey [102] reported a chemical composition of wood (sugar pine with 6.5% 

moisture) as (CH1.74)*0.0966H20 which is relatively closed to a low carbon-atom paraffin 

hydrocarbon. Thus, it is interesting to point out that the AIT of wood of 490 oC obtained 

from the numerical prediction is comparable to those of paraffin hydrocarbons. 
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Figure 5.19: Flammability diagram of wood 

 

The lower flammable limit of wood is also drawn on the wood flammability diagram. 

The fuel mass fraction at LFL ( LFLFY , ) is calculated from Eq.(5.24). LFLFY ,  decreases with 



 

increasing gas temperature. For a certain gas temperature, ignition is not possible if FY  is 

less than LFLFY ,  corresponding to that gas temperature. The predicted FY  and ignition gas 

temperature at piloted ignition are coincided with the estimated wood LFL. This suggests 

that if a piloted source is placed at the igniter location, ignition can occur. 

 

5.6 Conclusions 

 

A theoretical model for gas phase flaming autoignition has been developed. The gas 

considered as a transient two-dime inar boundary 

layer approximation. The changes of gas density and thermal properties due to a 

temperature variation are included. The coupled conditions between the gas and solid 

phase models are made through the solid-gas interface surface. Gas phase flaming 

autoignition is considered to occur when the local maximu  

critical value. Depending on incident heat flux, two types of autoignitio  are 

distinguished. Autoignition type I occurs when the incident heat flux is high (> 40 

kW/m ). The gas flaming autoignition occurs just an instant after the solid glowing 

ignition. On the other hand, when the incident heat flux is low (< 40 kW/m ), 

Autoignition type II where the solid undergoes glowing ignition long before the gas 

flaming ignition is observed. At high heat flux, the solid heating process controls the 

overall flaming autoignition process while at low heat flux, the solid glowing ignition as 

well as the gas kinetic reaction play an important role. Qualitative agreement between the 

experimental and theoretical values for ignition time, ignition temperature, and ignition 

mass flux is demonstrated. Based on the calculation values at the gas flaming 

phase transport equations are nsional lam

m gas reaction rate exceeds a

n

2

2
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autoignition, a flammability diagram of wood can be drawn. The diagram suggests that 

e autoignition temperature (AIT) of wood is about 490 oC, which is comparable to a th

typical AIT of paraffin hydrocarbons.  
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Chapter 6 
Conclusions and Future Work 
 

 

6.1 Conclusions 

he experimental study of autoignition of wood performed in Chapter 2 suggests that as 

 

 three independent single-step first order parallel reaction model for the wood kinetic 

ecomposition has been introduced in Chapter 3. Each reaction represents a kinetic 

ood: hemicellulose, cellulose, and 

gnin. Extracting from the TGA experimental data, a set of the wood kinetic parameters 

 

Experimental and theoretical study of autoignition of wood has been conducted. 

Conclusions can be drawn as the followings. 

 

T

the wood subjected a low incident heat flux, the wood surface experiences significant 

char surface combustion before the char surface combustion eventually causes the 

combustible gases adjacent to undergo flaming autoignition. By analyzing the infrared 

thermocouple data, four regimes of the process of surface glowing ignition leading to gas 

flaming autoignition are distinguished as (1) transient inert heating stage, (2) steady inert 

heating stage, (3) transient glowing ignition stage and (4) steady char combustion stage. 

Within two hours exposed time we obtain that the critical heat flux for flaming 

autoignition is 20 kW/m2 and for glowing ignition is 10 kW/m2. 

A

d

decomposition of the main three components of w

li
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of 1.41x109 s-1 for the pre-exponential factor and 125, 141, and 165 kJ/mol for the 

ctivation energy of hemicellulose, cellulose, and lignin respectively is obtained. With 

e derived wood kinetic parameters, the calculated kinetic decomposition rate is in good 

greement with the experimental data.  

 Chapter 4, the physical and chemical processes of wood pyrolysis in the solid phase 

ave been investigated. The char surface oxidation, which is an important mechanism 

ading glowing to ignition, is included. The criteria for glowing ignition of wood have 

een developed based on an energy balance at the oxidation surface. The theoretical 

sults show that the char surface oxidation process can be distinguished into two regimes 

amely (1) kinetic-controlled at the early stage of the pyrolysis process and (2) diffusion-

ontrolled regime at the latter stage. The transition temperature for the char surface 

xidation from kinetic-controlled to diffusion-controlled is approximately 400 oC. Good 

rimental results at glowing ignition is 

ing ignition criteria. At high 

heat flux, glowing ignition occurs irrespective of the surrounding oxygen concentration; 

while at low heat flux, the effect of the surrounding oxygen concentration is prominent. 

reases with increasing the ambient oxygen concentration. 

a

th

a

 

In

h

le

b

re

n

c

o

agreement between the theoretical and expe

demonstrated confirming a validation of the proposed glow

The glowing ignition time dec

 

The gas phase model coupled with the solid phase has been constructed in Chapter 5. The 

theoretical result shows that autoignition of wood behaves in two fashions depending on 

the incident heat flux. Autoignition type I occurs when the incident heat flux is high (> 40 

kW/m2). The gas flaming autoignition occurs just an instant after the solid glowing 
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ignition. In contrast, when the incident heat flux is low (< 40 kW/m2), autoignition type II 

here the solid undergoes glowing ignition long before the gas flaming ignition is 

bserved. At high heat flux, the solid heating process controls the overall flaming 

utoignition process while at low heat flux, the solid glowing ignition as well as the gas 

inetic reaction play an important role. Qualitative agreement between the experimental 

nd theoretical values for ignition time, ignition temperature, and ignition mass flux has 

een demonstrated. The flammability diagram for autoignition of wood is drawn based 

n the numerical calculation. The diagram suggests that the autoignition temperature 

IT) of wood is about 490 oC, which is comparable to a typical AIT of paraffin 

hydrocarbons.  

glowing ignition and flaming autoignition of wood. The conclusions are 

ot a stopping point for this research topic but rather serve as a beginning of the questions 

at hav  perfect. Some 

onsiderations for future work are suggested as follows. 

 

As pointed out in Section 5.5, the theoretical model does not predict the flaming 

utoignition location correctly. This may be due to the fact that the wood surface 

the solid and gas 

hase models. It might be interesting to include this effect. However, the full Navier-

w

o

a

k

a

b

o

(A

 

6.2 Future Work 

 

This dissertation has improved our understanding of the physical and chemical processes 

governing the 

n

th e been raised. The theoretical model developed is not

c

a

regression effect is not taken into account in the coupled calculation of 

p
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Stokes equations hav  so ved ra n the boundary layer approximation model 

pre

e to be l ther tha

sented in this work. 

diati  absorption. As commented by Di 

 radiation absorption plays a role in radiative ignition of solid 

els. In the present theoretical model, the gas radiation absorption is neglected; thus the 

echanis ing autoignition is only the heat conduction. If the 

, it will provide more complete mechanisms that can 

ad the gas to flaming autoignition.  

 

Although the one-dimensional solid phase model seems to be sufficient to explain the 

lowing ignition process of wood, it might be interesting to extend the present solid 

 uniform, as imposed in the experiment. 

orous effects within the decomposed wood may be one of interest for future 

 the solid matrix 

an be included by considering the Darcy’s law for the flow of volatiles.  However, 

s for the Darcy flow are required.  

 

It has been commented by many investigators that a single-step global gas kinetic 

reaction is inadequate to capture flaming ignition at low heat flux and thus a more 

detailed gas kinetic reaction should be used. In addition, the flaming ignition criteria that 

 

Another concern should be paid to the gas ra on

Blasi et al. [46], the gas

fu

m m that can lead to gas flam

gas radiation absorption is included

le

g

phase model to account for multidimensional effects because in a real fire a heat flux to 

the wood surface may not be

 

P

considerations. Effects of heat and mass transfer of the volatiles within

c

permeability parameter
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have been utilized are strongly dependant on the gas kinetics. However, it is still 

impossible to couple a detailed gas kinetic reaction with a multidimensional gas transport 

model because first it is too expensive to compute numerically and second even though 

we can afford the computational cost, the compositions of the gas mixtures generated 

from the decomposing wood are still poorly known. Therefore these questio

ture examination to answer them. 

 

ary parts…”  

 

 

ns need 

fu

 

“Life is complex. It has real and imagin
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Appendix A 

 

he impl  the system 

f non-dimensional governing equations (Eq. (4.20-4.22)) together with the boundary 

m one-dimensional collocated finite difference 

grids including ghost points (shaded points) [91] is depicted to discretize the slab of wood 

as shown in Fig. A1. 

 

 

 

 

 

tives of all variables at point P are approximated by a 

mporal derivative is approximated by a first 

Solid Phase Numerical Methods 

 

A-1: Solid Phase Model 
 

T icit Crank-Nicolson finite difference scheme is employed to integrate

o

conditions (Eq. (4.23-4.24)). A unifor

 

 

 

 

Figure A1: Schematics of the finite grid 
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order forward finite difference. The expressions for spatial and temporal finite differences 

t point P are  a
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where the operators 

 

( ) xδδ / , ( ) 22 / xδδ , and ( ) tδδ /  indicate finite difference 

operators at point P. 

 

The governing equations can be discretized as  

Kinetic Decomposition: 
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and the total decomposition rate is 
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where the subscript j refers to the jth component of wood (j = 1,cellulose; j = 2,  

emicellulose; j =3, lignin). 

ass Conservation:   
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Energy Conservation: 
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he subscript  indicates position . The superscripts 
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T  i i 1+n  indicate a value evaluated at 

 time-step,  indicate a value evaluated at  time-step, and  indicate an 

average value between  and  time-step. 

assigned to the Derichlet condition e.g. 

1+n n n 2/1+n

1+n n

 

At the boundary, an average value between a first point in the domain and a ghost is 
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ghost φ

φφ
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+

2
1 ,        (A8) 

 

where  is the value of the first point in the domain,  is the value of the ghost point, 1φ ghostφ

and boundaryφ  is the value a  th  bt e oundary. 

 

For the Normann condition, a difference between a first point in the domain and a ghost 

point is employed such that 

 

boundary

ghost

xx ∂
∂

=
∆

− φφφ 1 ,       (A9)  

 

where x)/( ∂∂φ boundary  is the assigned gradient at the boundary. 

,       (A10) 

here

onditions are 

 

 

The nonlinear radiative term on the energy boundary condition is linearized by lagging 

coefficient by on time-step [103] as the following manner: 
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0ˆ =t , 1ˆ =T , 0ˆ =′′m& , 1ˆ =ρat .      (A11) 

ince the system is nonlinear, an iterative method is used to calculate the unknown 

ariables 

 

S

v ( m̂ ′′& , ρ̂ , T̂ ) as the following procedure: First, from the initial conditions, 

assuming  and estimating  from Eq. (A4) and (A5), and  from Eq. 

6). Substitute the new values of  and 

n
i

n
i TT ˆˆ 1 =+ 1+n
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(A 1+n
iρ ( ) 1ˆ +
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igm&  into Eq. (A7) to obtain . The 

a relative change of  is less than a tolerance (typically 
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1ˆ +nTiteration is repeated until 

410− or 610− ). 
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A-2: Moving Boundary Algorithm 

Due to char surface ox  the wood sample surface regresses. A moving grid system 

is introduced after Crank and Gupta [87] to account for the surface regression. A 

systematic diagr e moving grid is illustrated in Fig. A . 

 

Figure A2: 
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olutio  from t e-step n to n+1, the following procedure is 

time-step n, all the solid variable nφ gm ′′& ; solid 

2+′nφ 3+′′ nφ1+nφ
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density, ρ ; solid temperature, T ) storing in grid system x  are calculated according to the 

lid ph governing equatio o obtain the solid variables at time-step n+1, . Then 

the surface regress locity at time-step n ) is calculated as 

 

ase ns t 1+nφso

( nv0ion ve

 n
S

n
Cnv
ρ

=0 ,         (A10)  

 

m ′′&

here  is the overall char oxidation mass flux at e-step n, and  is the surface 

 ,         (A11) 

where  is denoted for the time-step size. The wood thickness for the time-step n+1 is 

updated as 

 

 .        (A12) 

  

The gird system is now regenerated. The grid system

 n
Cm ′′& n

Sρw  tim

solid density at time-step n. A regression length at time-step n ( nx∆ ) is estimated as 

following 

tvx nn ∆=∆ 0

t∆

tvLL nnn ∆−=+
0

1

 x′  x′  is calculated based on the 

updated wood thickness .   

 

ariables at time-step 

1+nL

1+n  storing in the grid system x ) are transferred to 

 as  

( 1+nφThe solid v

the gird system x′  ( 1+′nφ ) by a second order Taylor expansion
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( ) xδδ / , ( ) 22 / xδδ are based on the grid system x . T

 

Now the solid variables at time-step n+1 are stored in the grid system . The procedure 
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is repeated to advance from time-step n+1 to time-step n+2 and so on.  
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A

Gas Phase Numerical Method 
 

 

The non-dim

Continuity: 

ppendix B 

ensional gas phase transport equations can be arranged in the forms: 
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onservation of y-momentum, energy, and species: 
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here the

 

w  φ  variables in Eq. (B2) are defined in Table B1. 

able B1: Definition of variables in Eq. (B2) 

Equation 

 

T

φ  Γ  Π  S  
y-momentum gv̂  Pr  gµ̂  θGr  

θ  1 
g

Energy 
Pc ,ˆ

gk̂
 0 

Species iY  Le  g D̂ρ̂ g  0 
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A collocated finite difference grid system including ghost points is used to discretize the 

gas phase computational domain. A grid arrangem t is the same as shown in Fig. A1. 

All varia les ar ed ce r.  u he n 

(str while  non-uni  grid  gri ment near the wall is used in the 

x-direction (cross-stream).  

 

The co uity  di zed followed Tannehill et al. [104]. 
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, , ite 

 

A second-order central difference is used to di he io f s 

 

 

where here the coefficients û  and v̂  are regarded as positive. A forward finji ji

difference shall be used when the coefficients are negative. 

scretize t  diffus n term o  Eq. (B1) a
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The discretized gas phase transport equations are advanced in tim ia a se d-order 

unge-Kutta. The second-order Runge-Kutta [91] is expressed as 
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where the  function is the RHS of Eq. (B1). 

 

The numerical calculation is conditional stable due to the explicit time-advance scheme. 

The time-step is constrained by the CFL (Courant-Friedrichs-Lewy) and Fo (Fourier) 

conditions. To control the numerical stability, the minimum time-step between the time-

steps determined from these two conditions is used for the calculation.  

 

f

 210 
 



 

The time-step constrained by the CFL condition is written as 

 

)
ˆ

ˆ
,

ˆ
ˆ
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y

v
x

u
CFLtCFL

∆∆

=∆ ,       (B7) 

w

he time-step determined by the Fo condition is expressed as 

 

here CFL  is the CFL number (typically 0.2-0.3). 

 

T

 

)ˆ,ˆmin(
Pr

22 yxFotFo ∆∆=∆ ,       (B8) 

 

where  is the Fourier number (typically 0.2-0.3), and Pr is the Prandtl number. 

 

Then the time-step is the minimum value between the CFL and Fo time-steps: 

 

 .       (B9) 

 

he gas phase computational procedure can be summarized as follows: 

1. From the initial and boundary conditions, the temperature field is calculated. 

2. Based on the new temperature field, the gas density is calculated from the 

equation of state and the gas thermal properties are updated. 

Fo

),min( FoCFL ttt ∆∆=∆

T
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3. With the new temperature and gas density, the y-momentum is solved for the 

velocity component. 

4. The  velocity component is then computed from the continuity equation. 

5. With the new temperature and velocity field, the species concentrations are 

updated. 

7. The calculations are proceeded to the next time step. Continuing in this manner, 

the velocities, temperature, and species with in the boundary layer are obtained as 

a function of time until a desired physical time is reached. 

 

 

 

 

 

 

 

 

 

v  

u

6. The time-step is calculated to satisfy the stability condition (Eq. (B9)). 
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Appendix C 
ummary of Experimental Data 

ummary of Experimental Data; Heating Along the Grain 

 

 

Test ID 
(Figure) 

 
tglowing

 

 
Tglowing

 

 

S
 

 

Table C1: S

iq ′′&  gm ′′&  
(glowing) 

 

 
tflaming 

 
Tflaming

 

 
gm ′′&  

(flaming) 
 

[kW/m2]  [s] [oC] [g/m2.s] [s] [oC] [g/m2.s] 

30 30-4-AL 
(Fig. C1) 50 304 7.32 1165 640 9.68 

30 30-5-AL 
(Fig. C2) 54 345 6.72 1110 656 10.28 

25 25-10-AL 
(Fig. C3) 119 355 7.53 1120 673 10.06 

25 25-10-AL 
(Fig. C4) 105 344 6.61 1639 678 2.82 

20 20-14-AL 
(Fig. C5) 210 494 5.82 NI - - 

20 20-15-AL 
(Fig. C6) 213 448 7.46 1869 759 2.07 

20 20-16-AL 
(Fig. C7) 179 502 8.49 NI - - 

18 18-18-AL 
(Fig. C8) 306 560 6.39 NI - - 

18 18-20-AL 277 419 5.46 NI - - (Fig. C9) 
10 10-22-AL 

(Fig. C10) 1145 343 3.00 NI - - 

10 10-31-AL 
(Fig. C11) 1493 426 3.87 NI - - 

9 9-25-AL 
(Fig. C12) NG - - - - - 

 

 = Not flaming autoignition within 2 hours Note: NG = Not glowing within 2 hours, NI
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Table C2: Summary of Experimental Data; Heating Across the Grain 

 

 

Test ID 
(Figure) 

 
tglowing

 

 
Tglowing

 

 

iq ′′&  gm ′′&  
(glowing) 

 

 
tflaming 

 
Tflaming

 

 
gm ′′&  

(flaming) 
 

[kW/m2]  [s] [oC] [g/m2.s] [s] [oC] [g/m2.s] 

30 30-7-AC 
(Fig. C13) 84 553 7.19 882 860 8.63 

30 30-9-AC 
(Fig. C14) 145 558 6.51 1035 814 7.08 

25 25-12-AC 
(Fig. C15) 229 442 5.25 1600 739 3.58 

25 25-13-AC 
(Fig. C16) 215 491 4.58 1605 778 3.87 

20 20-17-AC 
(Fig. C17) 255 489 4.33 NI - - 

20 20-23-AC 
(Fig. C18) 399 601 5.68 1919 880 2.75 

18 18-19-AC 
(Fig. C19) 576 489 4.56 NI - - 

18 18-24-AC 
(Fig. C20) 653 412 3.67 NI - - 

10 10-26-AC 
(Fig. C21) 3267 401 5.62 NI - - 

10 10-29-AC 
(Fig. C22) 2264 339 3.02 NI - - 

9 9-34-AC 
(Fig.C23) NG - - - - - 

 

Note: NG = Not glowing within 2 hours, NI = Not flaming autoignition within 2 hours 
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Figure C2: (a) surface temperature and (b) mass flux time histories (Test ID: 30-5-AL) 

 

 

 

 

Figure C1: (a) surface temperature and (b) mass flux time histories (Test ID: 30-4-AL) 
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Figure C3: (a) surface temperature and (b) mass flux time histories (Test ID: 25-10-AL) 

 
 

 

 

 

 

 

 

 

 

 

 
Figure C4: (a) surface temperature and (b) mass flux time histories (Test ID: 25-11-AL) 
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ure and (b) mass flux time histories (Test ID: 20-15-AL) 

 

 

 

 

Figure C5: (a) surface temperature and (b) mass flux time histories (Test ID: 20-14-AL) 
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Figure C6: (a) surface temperat
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Figure C7: (a) surface temperature and (b) mass flux time histories (Test ID: 20-16-AL) 
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ure and (b) mass flux time histories (Test ID: 18-18-AL) 
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Figure C9: (a) surface temperature and (b) mass flux time histories (Test ID: 18-20-AL) 
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Figure C10: (a) surface temperature and (b) mass flux time histories (Test ID: 10-22-AL), 

Note: a spike peak on the mass flux plot was a noise from the load cell signal. 

][st

][ C

T
o
S

]./[ 2 smg

][st

(a) 

mg′′& (b) 



 

 

 

 

 220 
 

 

 

 

 

 

 

 

Figure C11: (a) surface temperature and (b) mass flux time histories (Test ID: 10-31-AL) 
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rface temperature and (b) mass flux time histories (Test ID: 9-25-AL) 
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Figure C13: (a) surface temperature and (b) mass flux time histories (Test ID: 30-7-AC) 

 
 

 

 

 

 

 

 

 

 

 

 
rface temperature and (b) mass flux time histories (Test ID: 30-9-AC) 
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Figure C15: (a) surface temperature and (b) mass flux time histories (Test ID: 25-12-AC) 

 

 

Figure C16: (a) surface temperature and (b) mass flux time histories (Test ID: 25-13-AC) 
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Figure  time histories (Test ID: 20-17-AC) 

 
Figure C18: (a) surface temperature and (b) mass flux time histories (Test ID: 20-23-AC) 

 

 

 

 

 

 

C17: (a) surface temperature and (b) mass flux
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Figure ID: 18-19-AC) 

 
Figure C20: (a) surface temperature and (b) mass flux time histories (Test ID: 18-25-AC) 

 

 

 

 

 

 

C19: (a) surface temperature and (b) mass flux time histories (Test 
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Figure st ID: 10-26-AC) 

 
Figure ID: 10-29-AC) 

 

 

 

 

 

 

C21: (a) surface temperature and (b) mass flux time histories (Te
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Figure d (b) mass flux time histories (Test ID: 9-34-AC) 
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