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Abstract— We present an empirical, i.e, measurement- vious works [5], [6], [8], [11], [12] have characterized
based, characterization of the instantaneous throughputo the performance of 802.11 networks through analytical
a station in an 802.11b WLAN as a function of the number methods and simulations. Existing measurement studies
of competing stations sharing the access point. Our method- 1 31 measure the performance of transport protocols over
ology_ is appllcableto practically any wireless I_\/IAC_protoccb. 2Mbps 2.4GHz FHSS pure CSMA/CA WavelAN sys-
Our findings show that as the number of stations increases, )
the overall throughput decreases and its variance increase tem, which preplates 802'11b'_ Refergnce [4] measures the
Furthermore, the per-station performance depends signifi- throughput available on one wireless link between two APs

cantly on the wireless card implementation and does not de- operating at 2Mbps. A measurement study which charac-

pend as much on the station’s processing capacity. terizes user behaviour in public 802.11 WLANSs and its
impact on network performance has been reported [3].
l. INTRODUCTION However, to the best of our knowledge, there exists no

work which activelymeasureghe attained throughput in
Wireless LANs (WLAN) are being rapidly deployed ag02.11b WLANSs with many stations.
a solution for mobile last-hop connectivity. The IEEE

802.11b [9] standard, allowing for transmission speeds -
upto 11Mbps in the 2.4GHz ISM band, has been implé- Specific Results

mented by many vendors. An accurate model of the Arhe maximum overall throughput of an 802.11b WLAN

tainable throughputs in such WLANSs is needed to facilih our experiments is about 6.45834 Mpbs with a stan-
tate capacity plannmg_ gnd qetwork deployment. dard deviation of 0.02649 Mbps for a single station. This
We present an empirical, i.e., measurement-based, Chigfa,ghput is at the lowest level and includes the 802.11
acterization of the mstantaneo.us throughput ofastanonléyer headers. The corresponding goodput (application
an 802.11b WLAN as a function of the number of coMye| throughput) is 6.205 Mbps with a deviation of 0.0248
peting stations sharing an (AP) access point. We CRlfrs As the number of stations increases, the throughput
this characterization profile. The profile, once obtained, t4)s and the standard deviation increases. For example,
has various uses: to quantify the performance availablgy, 5 stations, the overall throughput reduces to 5.74568
to a user, to identify problems in wireless cards and th?\'/fbps and the deviation increases to 0.540433 Mbps.
drivers, to compute the performance of applications rupyyr experiments validate the results reported in [5], which
hing over WLANS, and so on. N _analyzed IEEE 802.11 operation under various assump-
Our measurements were done by sniffing the mediufyns such as time-independent modeling, geometrically
rather than instrumenting the hosts or access points. THistributed packet size, etc. Those results also showed tha

ensures that there is no instrumentation overhead or &l |EEE 802.11 standard operates at rates lower than a
facts. It accounts for the quirks of the wireless cards aﬂﬁ’eoretically possible 7.2754 Mbps.

drivers. It makes the profiling methodology applicable t9 The maximum instantaneous throughput attained by a

practically any wireless MAC protocol and independent ¢fi5chine in the ad-hoc mode was 6.3204 Mbps with a de-
the hosts and access points. viation of 0.02677 Mbps.

We study the performance of an 802.11b WLAN BSS Furthermore, the per-station performance depends sig-
(Basic Service Set) in the infrastructure mode, i.e, whemgicantly on the wireless card implementation and does

*Supported in part by the UMIACS/LTS contract hosts.



B. Roadmap Machine | Max Throughput| Deviation
Section |l describes the profile for 802.11b and its ap- ] 6'\22224 5 'Eg’g;o 5
plications. Section Il describes our experimental setup. n;a”:qs i i
Section IV describes our validation of the throughput mea- e. : 6.33004 0.0148434
surements. Section V examines the performance drop cairo 6.3097 0.03173
caused by varying hardware. Section VI concludes. ouzo 6.2190 0.0314
bombay 6.25208 0.288062
Il. PROFILE OF802.11B TABLE |
A profile characterizes the relationship between instan- MAXIMUM THROUGHPUTS

taneous metrics of a system. Typically, the systems of in-
terest are too complex for the profiles to be analytically

obtained. Simulation methods do not capture real wordtimet and K — 1 packets are transmitted after that, with
idiosyncracies. So, we focus on obtaining profiles emptfe transmission of th&'th packet ending at time, then
ically by exercising the system in various regimes, cole instantaneous overall throughput at tifig defined to
lecting traces, and analyzing them. Empirical TCP pree K divided bys — t. For the instantaneous throughput of
files [10], characterizing the instantaneous throughput harticular station at time we simply replaces by K,
TCP as a function of instantaneous RTT and instantaneqysere k; is the number of packets sent by the station out
loss-rate, have been used to compute the performancefthosex packets.

TCP/IP networks. We process the traces to obtd#{ NV, t) sampled at var-
We have obtained arofile for 802.11b WLANS, eX- jous points in time. We varied’, the number of packets
pressing the instantaneous throughput attained by a $ger which we computed the instantaneous throughputs,

tion in an 802.11b WLAN as a function of the numbegnd, as expected, found that & increases the devia-
of competing stations using the same channel, when @ln of all the sample throughputs decreases. We chose
stations send data as fast as possible. Ldie the num- g — 500 packets which gives a deviation of about 3.9%
ber of stations in the WLAN's AP cell. LeB(V) denote from the mean in typical experiments. The results for
the overall throughput folV stations, i.e., the sum of thetnhroughputs attained by single stations are shown in table
per-station throughputs Our findings show that (1)\as |, The actual configuration of the machines is described in
increasesB(IV) decreases and its variance increases, agittion 11l and summarised in table II. A typical variation
(2) the instantaneous throughput attained by a single s§finstantaneous throughput of a single machine (madras)
tion is clustered aroung$(N)/N. with time is shown in figure 2.

We repeated the same experiment with many stations.
All stations were programmed to send as fast as possible.

Given a WLAN access point with N associated stationde show the effect of increasing the number of sending
sending data as fast as possible, a sniffer collects a trataions on the overall throughput in figure 1. We com-
of the 802.11b packets transmitted along with the time iputed the throughputs over increasing values of K. As K
stants they were transmitted. From this trace, we compinereases, the deviation of the overall throughput reduces
a set of instantaneous throughputs, both overall and pdwe to averaging over longer intervals.
station, at various points in time. All points of form < V;,T; >, whereV; is a sample

The usual way to define the instantaneous overaflue of instantaneous overall throughput &hés the cor-
throughput at time is K/T where K is the number of responding instantaneous throughput of one station, are
packets transmitted over the medium in the time intervplotted in the same figure to generate the profile. The
[t,t + T] andT is a specified duration (of the order of grofile points are in packets/sec, where each packet has a
second or smaller). Similarly, the instantaneous througdbP payload of 1472 bytes and a size of 1532 bytes along
put of a station at time is obtained by using the numbemwith the 802.11 headers (the rationale for this choice is
of packets sent by that station oert + 7. However, explained in section Ill). In order to distinguish between
this definition becomes problematic when a packet stadsisters, we draw the outlines of the clusters instead of the
transmission but does not finish within the interval. clusters themselves.

We solve this problem by computing the instantaneousFigure 3 shows the profile for the number of statidns
throughput based on the time duration needed to transmitaatying from two through ten computed ov&r = 500
fixed number of packets. So, if a packet transmission staptsckets. Figure 4 shows the profile for the number of sta-

A. Processing traces and profile computation



Effect of number of stations on throughput
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Fig. 1. Throughput with increasing number of stations
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Fig. 3. Profile of 802.11b computed ov&r= 500
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tions N varying from three through nine computed ove
K = 10000 packets. Figure 5 shows the actual cluste
for N =3, N =7,andN = 9 computed oveK = 500.

The clusters fotK = 10000 are more concentrated as
the throughputs over longer time periods would vary less,
while short term throughputs have higher variance.
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Fig. 4. Profile of 802.11b computed ov&r= 10000

B. Discussion of observations
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When all stations in a 802.11b WLAN try to send as fast
as possible, each station gets an instantaneous throughput
within a cluster of points arounB(N)/N. The reason for
such a behaviour is the ability of the 802.11b MAC to dis-
tribute bandwidth almost evenbyn an average The vari-
ation in the instantaneous throughput for the same back-
ground traffic suggests that the distribution of bandwidth
could be unfair in the short term as has been reported in
the literature [7]. %

As N increases, the overall throughput decreases and
the spread of a cluster increases significantly (due to theFig. 5. Clusters forV = 3,7,9 computed oveK = 500
effect of collisions and backoffs).
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Sink machine 100Mbps Ethernet

Name Processor (0N
. delhi Pentium-4 1.2 GHz | Windows2000
bombay| Strong Arm 200 Mhz Linux

madras| Pentium-Ill 850 MHz Linux
cairo Celeron 1.1GHz Linux
ouzo | Pentium-Ill 850 MHz| Windows2000
TABLE Il

TyPICAL CONFIGURATION OF VARIOUS MACHINES USED

WEP on the cards and the AP in order to avoid any po-
tential overhead. RTS/CTS usage was also disabled on all
cards.

Fig. 6. Network Topology

C. Applications of the Profile

Given the number of active stations, the profile immd3. Software

diately yields the minimum throughput per-station. This The OS on the sink was FreeBSD. It ran a DHCP server,
is because any workload is subsumed by our worklogfiyich assigned an IP address to each of the associated
where all stations send as fast as they can. The profjlgciess stations when they came up.

can be used to evaluate different proposed or implemented OSs available on the laptops were Windows 2000
MAC protocols. This is general enough to be applicable i, | inx with kernel 2.4.7-10 or above. Al IPAQs used
most CSMA/CA media access methods (where throughRuf, - The Linux machines used thev| an_cs driver
depends not only on the backgrour_ld traffic but the num%t; Lucent Orinoco and Compag WL110 cards, both of
of sources that generate the traffic also) as we have §fieh have an identical chipset. The Linux driver used the
made any specific assumptions about the MAC protocolﬁgm:i a- cs package and was a loadable kernel modules.

be measured. The Windows 2000 drivers used were provided by the card

Profiles can be used to model thoughput attained by dify tacturers. Table Il summarizes the configuration of
ferent transports when source stations send at a rate E‘/B?cal machines used in the experiment

than the maximum (typically due to some higher-level con-
trol like TCP congestion control). C. Capturing Packets

[1l. | NFRASTRUCTURE USED FOR EXPERIMENTS Our approach to packet capture was to sniff the medium
The network topology is shown in figure 6. Upto 14" monitor mode. We used the sniffing capability avail-

wireless stations were associated with the AP. Both the Apl€ in the firmware of Compaq WL100. All timestamping
and a machine calledink are connected to a 100Mbps°f packets was done at the snn‘fer,_thereby ellmlpatmg the
ethernet switch. There was no other station connectedPfgPlem of clock skews between different capturing hosts.
the switch. The wireless stations are the traffic sources and N€ shiffer was a high end laptop with a Pentium

sink executes the sink program, which receives all the dath850MHz processor, 256MB of RAM, and a Compaq
sent. WL100 card used imonitormode. In this mode, the card

can listen to all data on a particular channel without be-
A. Stations, Cards, AP ing associated with any AP. We used thenux-w an

We used nine laptops and five Compag IPAQs for o{ﬁ] dr.iver asa Iqadable module for Linux 2.4.16 to set the
experiments. The laptops ranged ranging in processﬁﬁrd in the monitor mod_e. We u_sedher eal [1]tocap-
speed from Pentium-4 1.2GHz through Pentium 166 MmHyre packets from the wireless interface.
with main memory ranging from 256Mb to 64Mb. TheD
IPAQs had a 200MHz Intel StrongArm processor and main
memory of 32Mb. The machingnk had a Pentium-4 pro- As we used an isolated AP for our experiments, we had
cessor with 256Mb memory. complete control and exclusive access to it. All stations

The AP used was Lucent Orinoco. The cards used foere associated to the same AP in channel 6. Our logs
sending traffic were Compaq WL110 and Lucent Orinochowed that our stations were the only ones on the channel,
Silver, both of which have the same chipset. We disabledd the only other traffic in the channel was from the AP

Accessing the WLAN



(beacons, etc.) and constituted 0.9-1% of the total traffic _ ‘ ot of size o packet on inoughout
in a typical experiment.

" "packetsize” ——

6 |-

E. Traffic Generation

negx Mbps

We used custom UDP-based source and sink programs
to generate and transfer traffic from the stations to the si@k °r
on the other side of the AP. The sink listens to a port, re- . | |
ceives packets, accounts them, and drops them. The source

sends packets of certain size as fast as it can; the actaal rat * |
would depend on the kernel protocol stack bandwidth. ‘ ‘ ‘ ‘

We did not use traditional traffic generation tools be-
cause such tools use expensive timestamping routines at Fig. 7. variation of throughput with UDP payload
the endpoints, and this slows down the stations too much.

All our timestamping is done by the sniffer.

0.02677 Mbps. This shows that the AP’s processing ca-
IV. VALIDATING THE THROUGHPUTMEASUREMENTS pacity in bridging (i.e. converting packets from the 802.11

We need to ensure that our throughput measuremeWt%nat to_the Ethernet format) the packets to the 200Mbps
are not being subjected to limitations of the sniffer's abiftnernet interface was not a bottleneck.

ity to capture packets or the stations’ ability to pump OLB Effect of packet size

data due to processor speed, card speed, NIC/host inter- _ _ _ _

face speed, OS, driver, and other such quirks. We describ&Ve varied the packet size while computing the through-

a series of experiments designed to ensure this. put of a single machine, ouzo, to see the effect on the
throughput. Figure 7 shows the results on .
A. Validating the sniffer As expected, the throughput increases with packetsize.

The first thing we need to establish is that the sniffé first attains a maximum at around 1470 bytes (corre-
captures most of the packets and is not a bottleneck. Weending to MTU of 1500 bytes, IP header of 20 bytes,
sent packets at the speed described before and accouffidiUDP header of 8 bytes). It then falls off (due to the
for them at the sink, and we found that the sniffer had cappset of fragmentation), and again increases (due to the
tured all of the packets received by the AP. This was pdgcreasing size of the fragment).

packets with UDP payload 1472 bytes and actual size on
B. Validating the sending stations the air of 1532 bytes.

In order to make sure that a source station’s capacity
to send was not the bottleneck, we added another station
which also sent data at the maximum rate to the sink.We experimented with stations having mixed processing
We observed that while the throughput increases by 0.§deed as well as enabling/disabling the use of RTS/CTS.
Mbps, the deviation of the throughput increases sigifVe observed massive difference in performance when we
cantly by 0.3 Mbps. All stations irrespective of the prodse cards with different chipsets with and without using
cessing power could operate individually at around 6RTS/CTS. We observed this when using three machines
Mbps. Two or more of any combination of stations wagith the configurations.
more than enough to saturate the network. This confirm<CISCO Aironet340 enabled with RTS/CTS on Pentium-
that the sending stations were not a bottleneck and ék-with FreeBSD.

V. IMPACT OF HETEREGENOUSHARDWARE

ploited whatever the medium could offer. « Lucent Orinoco Silver without RTS/CTS on Pentium-
) _ 166 with Linux.
C. Comparison with Ad-hoc mode « Lucent Orinoco Silver without RTS/CTS on Pentium-

All data transfer in the infrastructure mode is through66 with Linux.
the AP. In order to quantify how much the processing ca- All machines were programmed to send as fast as possi-
pacity of an AP could be a bottleneck, we setup the twme. Clearly, the traffic from the Pentium-Ill could not have
of the Linux laptops to operate in tlael-hocmode, which been at a disadvantage vis-a-vis the other stations in terms
employs basic DCF and stations do not use an AP. We ab-processing power. However, we see that the through-
served a throughput with mean 6.3204 Mbps and deviatipnt drops dramatically for the Pentium-Ill station. Fig-
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Future directions of our work are measuring the short
term fairness of 802.11b MAC, studying the effect
of RTS/CTS on throughput, quantifying the effect of
RTS/CTS on the maximal profile of 802.11b, and per-
formance modelling of reliable transports like TCP over
802.11b WLANS by integrating empirical models with an-
alytical methods.

VI. CONCLUDING REMARKS



